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Abstract

Airborne Wind Energy Systems (AWES) offer a promising al-
ternative to conventional wind turbines, enabling access to high-
altitude winds with greater energy yield and reduced infrastruc-
ture costs. However, integrating AWES into power grids poses
challenges due to their cyclic power generation profile. This re-
search develops an Energy Management System (EMS) to op-
timize power distribution, load balancing, and energy storage in
AWES-based microgrids.

The proposed EMS employs a state-based control approach
implemented in MATLAB/Simulink’s Stateflow environment, dy-
namically adjusting power flows to stabilize the grid. A compre-
hensive simulation framework in Simulink models AWES interac-
tions with battery storage and grid loads, allowing real-time val-
idation of operational scenarios. Results demonstrate the EMS’s
effectiveness in mitigating power fluctuations, enhancing grid re-
silience, and maximizing renewable energy utilization. This study
contributes to the broader integration of AWES into decentralized
energy systems, supporting the transition toward reliable and sus-
tainable energy solutions.

Keywords: Airborne Wind Energy, Energy Management Sys-
tem, Microgrid, Stateflow, Renewable Energy Integration.

1. Introduction

Airborne Wind Energy Systems (AWES) have gained con-
siderable attention in recent years as a promising technol-
ogy to harvest high-altitude winds at relatively lower in-
stallation and maintenance costs compared to conventional
wind turbines [1],[2]. Conventional wind turbines are lim-
ited in height due to structural, economic, and logistical
constraints. Building taller towers becomes increasingly
expensive and complex, while the added power output does
not justify the increased material and engineering chal-
lenges [3].

AWES overcome these challenges by using tethered air-
craft that operate at altitudes of 300–600 meters [4], where
wind speeds are significantly stronger and more consis-
tent [5],[6]. Much like the outer edge of a conventional
turbine blade benefits from higher apparent wind velocity,

a kite in an AWES acts as an extended, fast-moving blade
tip [7]. By continuously flying crosswind maneuvers, typ-
ically in figure-eight patterns, the kite experiences inten-
sified relative wind speeds, boosting lift and power gener-
ation without the need for a full tower structure [8]-[10].
This design harnesses the most efficient section of a typi-
cal turbine blade but in a considerably lighter, more flexible
format [11], making it feasible to develop wind farms in re-
gions with insufficient low-level wind speeds for traditional
turbines. Moreover, by reaching higher altitudes, AWES
achieve a greater capacity factor, capitalizing on more sta-
ble and powerful winds [6].

Airborne Wind Energy Systems can be broadly cate-
gorized into fly-generation and ground-generation designs.
Fly-generation AWES place the power generator on the air-
borne platform, whereas ground-generation AWES rely on
a tethered wing pulling a generator on the ground [2],[4] as
illustrated in Figure 1.

Figure 1: Components of a ground-generation AWES.
Adapted from [12].

The latter, which is the focus of this study, operates in
a cyclical manner by unwinding and rewinding a tether
around a drum. During the “reel-out” phase, the wing
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performs crosswind maneuvers that pull the tether under
high tension, spinning a winch to generate electrical power.
Once the tether reaches its maximum extension, the sys-
tem transitions into the “reel-in” phase, during which the
wing’s drag is minimized and the tether is retracted with
significantly lower energy expenditure [7],[13]. A concep-
tual illustration of this cycle is shown in Figure 2.

Figure 2: Working principle of the pumping cycle of a kite
power system [13].

In ground-generation AWES, this cyclic behavior results
in alternating periods of power generation (reel-out) and
power consumption (reel-in). Furthermore, the mechani-
cal dynamics of crosswind maneuvers—often figure-eight
flight paths—introduce substantial fluctuations in the elec-
trical output [10],[11], as illustrated in Figure 3. Conse-
quently, advanced energy management strategies are criti-
cal for ensuring grid stability when integrating power from
AWESs.
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Figure 3: Conceptual electrical power profile over time in a
ground-generation AWES. During the reel-out phase (green
area), power output is positive with significant fluctuations,
while in the reel-in phase (red area), it becomes negative
and relatively steady.

Although power conversion systems are a necessary area
of research for AWES, they remain relatively underex-
plored in the existing scientific literature. This is primarily
due to the logical prioritization of research efforts and re-
sources toward the development of the airborne component,
its control mechanisms, and ensuring the mechanical feasi-
bility of the technology. However, as AWES technology
approaches the pre-commercial phase, research on power
conversion systems tailored for these applications has be-
come increasingly urgent.

Several studies, including [14]-[17], have investigated
and proposed various electrical power conversion topolo-
gies for AWES, including the integration of Energy Storage
System (ESS). Despite these contributions, a critical gap
remains: none of these studies propose a dedicated Energy
Management System (EMS) control strategy tailored to the
specific dynamics of AWES power conversion.

This paper bridges this gap by presenting a novel EMS
tailored for microgrids integrating an AWES unit. Im-
plemented in MATLAB/Simulink’s Stateflow environment,

the proposed EMS dynamically optimizes power routing
and storage utilization to ensure a stable electricity supply.
This is particularly crucial in mitigating the fluctuations in-
herent in the cyclic reel-out/reel-in operation characteristic
of ground-generation AWES.

The proposed control strategy is initially validated in
a Software-in-the-loop (SiL) simulation that replicates the
targeted microgrid architecture. Following this virtual test-
ing, the EMS is deployed in a physical microgrid, where
a realistic power cycle is injected to evaluate system per-
formance under real operating conditions. Developing the
simulation first mitigates the risk of controller malfunctions
and establishes a scalable framework for various microgrid
configurations.

This document presents the methodology, implemen-
tation, and results of the proposed EMS for a ground-
generation AWES microgrid. In subsection 2.1, the mi-
crogrid hardware is introduced, highlighting its electrical
topology and key components. Subsection 2.2 then out-
lines the EMS requirements and functionality, emphasizing
the control logic that governs energy management. Next,
subsection 2.3 explains how this logic is applied at the
component level by detailing the control of each DC–DC
converter. Finally, subsection 2.4 presents the SiL simula-
tion and outlines the process of converting the EMS from
MATLAB/Simulink’s Stateflow environment into deploy-
able PLC code.

Subsection 3.1 describes the state diagram that governs
the EMS. Subsequently, subsection 3.2 presents the simu-
lation outcomes, and subsection 3.3 summarizes the initial
Hardware-in-the-loop (HiL) testing. Finally, section 4 of-
fers a concise review of the key findings and proposes di-
rections for future work.

2. Methodology

This section outlines the technical foundation of the pro-
posed EMS and its integration into the ground-generation
AWES microgrid. In particular, it details the hardware com-
ponents in the microgrid testbed, describes the functional
requirements that guide the EMS design, and explains how
the control strategy is implemented at both the system and
component levels.

2.1. Microgrid Hardware Description

Figure 4 shows the proposed electric topology for the mi-
crogrid. It employs a parallel structure with a common DC
bus. Its key hardware elements include:

Figure 4: Proposed electric topology for AWES power con-
version.

• Electric Machine (EM) Connected to the AWES: A
DC-AC power converter enables precise control of the
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electromagnetic torque in a three-phase electric gener-
ator connected to a drum, allowing the aircraft to gen-
erate optimal power while flying in figure-eight pat-
terns. This results in an optimal, although dynamic,
power profile fed into the microgrid, as illustrated in
Figure 2.

• Grid Connection: The proposed microgrid supports
both islanded and grid-connected operation through a
DC-AC power converter, which ensures a stable power
supply to the grid.

• ESSs: The DC storage system in the proposed micro-
grid relies on two complementary energy storage tech-
nologies, each serving a distinct purpose. A superca-
pacitor is employed for rapid energy exchanges, han-
dling sudden power fluctuations and highly dynamic
inrush currents. It responds almost instantly, ensuring
smooth operation during transient events. A battery
maintains a stable DC bus and stores excess energy for
later use. Unlike the supercapacitor, it prioritizes long-
term energy storage and steady power delivery rather
than fast charging and discharging. By integrating
both technologies, the system effectively balances the
short-term high-power demands of the AWES power
profile with overall energy stability and reliability.

• Safety Components: A braking resistor ensures safe
operation by dissipating excess energy when needed,
thereby preventing overvoltage conditions.

• Bi-directional DC-DC Power Converters: Every
ESS element has a dedicated bidirectional DC-DC
buck-boost converter for charging or discharging the
storage elements by controlling both high- and low
voltage side voltages and currents. Additionally, the
braking resistor is also connected through its own ded-
icated DC-DC converter, allowing controlled energy
dissipation when required.

Every component is instrumented with sensors and com-
munication interfaces that transmit real-time operational
data (e.g., voltages, currents, State of Charge (SoC) levels)
to a Programmable Logic Controller (PLC).

2.2. EMS Requirements and Functionality

The proposed EMS aims to efficiently manage the energy
generated by the kite in real time. By coordinating the
charging and discharging of each ESS, it ensures bus volt-
age stability, maintains appropriate SoC levels across all
ESSs, and sustains a continuous power flow to the grid.
Specifically:

• During the reel-out phase, when the kite generates
power, the supercapacitor absorbs transient power
fluctuations, while in parallel, part of the generated
power goes to the grid.

• During the reel-in phase, when the kite consumes
power to retract the tether, the supercapacitor (hav-
ing stored sufficient energy) discharges to meet both
the retraction demand and the grid’s requirements.
This discharge frees up capacity in the supercapacitor,
preparing it for the next cycle of power generation.

This behavior is illustrated in Figure 5, where the con-
tinuous line denotes the power generated by the kite and
the dashed line represents the power delivered to the grid.
During the reel-out phase, part of the generated power is fed
directly into the grid (yellow area), while the supercapacitor
absorbs transient fluctuations (gray area). During the reel-
in phase, the supercapacitor discharges to supply power for
tether retraction (blue area) and to maintain a stable flow to

the grid (blue and yellow striped area). Ideally, the gray and
both blue areas would be equal, meaning the supercapacitor
absorbs and releases the same amount of energy each cycle
and thus returns to its initial voltage.

Figure 5: Conceptual representation of power flows among
microgrid components during a reel-out and reel-in cycle.

In practice, however, the net energy is rarely zero, espe-
cially during islanded operation. If the net energy is pos-
itive, the supercapacitor finishes the cycle with a higher
charge than it started with; if negative, it ends with a lower
charge. Consequently, the battery must store or supply en-
ergy to keep the supercapacitor’s charge within acceptable
limits.

To determine the required energy, the EMS uses both pre-
dictive and feedback control. At the end of each cycle, the
predictive component estimates the next cycle’s net energy
requirement, while the feedback component measures the
supercapacitor’s voltage and calculates the energy needed
to restore it to its initial value. This approach keeps the su-
percapacitor’s net energy exchange close to zero each cycle.
The process proceeds as follows:

The net energy for the next cycle is:

Enet[n+1] = Ereel-out[n+1]−Ereel-in[n+1]−Egrid[n+1],
(1)

In this context, the subscript [n+1] denotes values predicted
by the EMS for the upcoming operation cycle. Accordingly,
Ereel-out[n+1] refers to the estimated energy production dur-
ing the reel-out phase, Ereel-in[n+1] to the estimated energy
consumption during reel-in, and Egrid[n + 1] to the antici-
pated net energy delivered to the grid throughout the next
full cycle.

Additionally, the difference in supercapacitor energy be-
tween the end of cycle n and its initial state is:

ESC diff[n] = ESC[n]− ESC[0],

= 1
2 C

(
VSC[n]

2 − VSC[0]
2
)
, (2)

where ESC[n] denotes the supercapacitor energy at the
start of cycle n, and ESC[0] is its initial (or reference) en-
ergy. The parameter C is the supercapacitor’s capacitance,
VSC[n] is its voltage at the beginning of cycle n, and VSC[0]
is the initial or reference voltage.

By combining Equations 1 and 2, the total energy that
the battery must absorb or supply in the next cycle in order
for the supercapacitor’s net energy to be zero is:

Ebat[n+ 1] = Enet[n+ 1] + ESC diff[n]. (3)

However, it is not always necessary to keep the super-
capacitor’s net energy exchange strictly at zero every cy-
cle. If the energy from Equation 3 is sufficiently small (in
absolute value), the supercapacitor’s end-of-cycle charge
will not deviate significantly from its initial level, making
it unnecessary to cycle the battery. Avoiding these small
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charge–discharge operations prolongs battery life. Hence,
the continuous power required from the battery in the next
cycle is given by:

|Ebat| [n+ 1]

< Emin, Pbat[n+ 1] = 0,

≥ Emin, Pbat[n+ 1] = Ebat[n+1]
Tcycle[n+1] ,

(4)

where Emin is the minimum required energy for the battery
to be involved, Pbat[n + 1] is the continuous power needed
form the battery over one cycle (positive during charging,
negative during discharging), and Tcycle[n + 1] is the dura-
tion of the next complete cycle.

To replicate the supercapacitor behavior shown in Fig-
ure 5, while still allowing the battery to regulate the net en-
ergy balance, the instantaneous supercapacitor power (pos-
itive when absorbing, negative when releasing) is defined
as:

PSC = PEM − Pgrid − Pbat, (5)

where PEM is the power from the electric machine (positive
when supplying, negative when consuming) and Pgrid is the
power delivered to the grid.

Additionally, the EMS monitors the battery’s SoC
and halts operation whenever critical thresholds are ap-
proached.

2.3. DC–DC Converters Control

To achieve the desired ESS behavior described in subsec-
tion 2.2 while maintaining system stability, each converter
operates in the following control modes:

• Battery DC–DC Converter: This converter main-
tains the bus voltage within the range of 1 to 1.06 per
unit (p.u.). While the voltage remains within these
bounds, the converter stays idle, minimizing power
flow through the battery. When the voltage deviates
from this range, the converter injects or absorbs en-
ergy to bring it back within limits. As a result, power
delivery from the battery is not continuous, but occurs
in bursts of discrete 1 p.u. current spikes. The internal
bus capacitance slows the voltage response, spacing
out these spikes and producing a characteristic saw-
tooth pattern in the bus voltage. This control strategy
enhances converter efficiency and allows the battery to
remain idle for extended periods.
Since the converter operates strictly in voltage-control
mode (i.e., it cannot regulate current directly), the only
way to initiate the required energy exchange is for the
supercapacitor to deliberately shift the bus voltage by
adjusting the power it absorbs or delivers, as defined
by the Pbat term in Equation 5. This controlled varia-
tion in bus voltage triggers the battery to deliver or ab-
sorb the energy specified in Equation 3 over one com-
plete cycle, ensuring the proper energy exchange.

• Supercapacitor DC–DC Converter: This converter
regulates the internal (low voltage side) supercapacitor
voltage and imposes a dynamic current limit on the
same side.
To ensure the supercapacitor absorbs or delivers the
power specified in Equation 5, both the voltage refer-
ence and the current limit must be configured accord-
ingly. The voltage reference is set as follows:

PSC

{
< 0, VSC ref = VSC min,

≥ 0, VSC ref = VSC max,
(6)

where VSC ref is the reference voltage sent to the super-
capacitor converter, VSC min is the minimum allowable

voltage, and VSC max is the maximum allowable volt-
age.
The corresponding low voltage side current limit is de-
fined as:

ISC lim =
|PSC|
VSC

, (7)

ensuring that the supercapacitor follows the target cur-
rent magnitude.
This configuration enables precise control over the su-
percapacitor’s charge and discharge behavior, while
guaranteeing that its voltage remains within the per-
missible range at all times.

• Safety Control Strategy: To ensure safe operation, a
dedicated control strategy manages overvoltage condi-
tions. A dissipation control system remains inactive
under normal conditions but activates when the bus
voltage exceeds a predefined threshold. Using a droop
current control strategy, it gradually increases current
draw to dissipate excess energy and regulate voltage.
If the voltage continues to rise beyond a critical limit,
an emergency stop mechanism is triggered to protect
the system from potential damage.

2.4. Microgrid Software-in-the-Loop Simulation

To fulfill these requirements, the EMS is implemented
as a state-based control system using the Stateflow envi-
ronment in MATLAB/Simulink 2024b. This implemen-
tation enables dynamic adjustment of parameters such as
bus voltage reference limits or the initial supercapacitor
voltage. In this framework, all relevant hardware com-
ponents—including ESSs and power converters—are mod-
eled within a Simulink simulation. By embedding the con-
trol algorithms directly into this environment, developers
can verify how effectively the EMS balances energy flows
under nominal and extreme conditions (e.g., high and low
winds, partial load demands, or transient faults) without en-
dangering physical equipment. Additionally, it allows as-
sessing how much the predictive control component of the
EMS can deviate from real conditions while still enabling
the feedback control to maintain system stability.

After verifying EMS performance in SiL simulations,
its Stateflow code is easily converted into SCL using the
Simulink add-on PLC Coder, enabling seamless deploy-
ment on a PLC. This two-stage process—first refining con-
trol logic in a simulated setting, then deploying to real hard-
ware—mitigates risks of malfunction, reduces commission-
ing time, and ensures fidelity in replication of reel-out/reel-
in cycles. Moreover, the SiL approach affords scalability
for larger or more complex microgrids and bolsters the po-
tential for future AWES integration by validating the core
control principles before on-site implementation.

3. Results

This section presents the results of the proposed EMS im-
plementation and evaluates its performance in managing
a ground-generation AWES microgrid within a represen-
tative case study. It begins by describing the structure of
the control strategy, including the computation of required
power and the logic governing transitions between oper-
ational phases. The simulation results are then analyzed
to demonstrate the EMS’s ability to deliver stable power
to the grid, regulate bus voltage within acceptable limits,
and manage transient power flows under nominal condi-
tions. Finally, initial experimental results obtained from
the physical microgrid are analyzed, highlighting the sys-
tem’s adaptability to the highly variable power profile of
the AWES.
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3.1. EMS Control Strategy Implementation

Figure 6 presents a conceptual state diagram of the pro-
posed EMS control strategy described in subsection 2.2.
Prior to energy generation, the system is initialized by en-
ergizing the bus to its reference voltage, enabling all power
converters, pre-charging the supercapacitor to its initial
voltage (VSC[0]), and charging the battery to an acceptable
SoC, if it is not already within range.

Between each cycle, the system calculates the power the
battery needs to absorb or supply, as defined in Equation 4,
and waits for the cycle to start. During the cycle, the su-
percapacitor’s voltage reference (VSC ref) and current limit
(ISC lim) are continuously updated at a high rate to track the
rapidly changing AWES power profile.

Figure 6: Simplified state diagram of the EMS.

3.2. Simulation Results and Analysis

This subsection presents the results of the SiL simulation
for the proposed control strategy under nominal operat-
ing conditions of the ground-generation AWES microgrid.
It provides a detailed analysis of the EMS operation over
two full cycles and demonstrates how this behavior extends
across multiple consecutive cycles.

Unlike the simplified profiles shown in Figures 3 and
5, the simulation employs a real AWES power profile ob-
tained from the LAKSA Simulink simulator. Moreover,
each cycle exhibits significant variation in generated power,
allowing the EMS to be tested under both high- and low-
generation scenarios, thereby providing a more realistic
representation of real-world operating conditions. Addi-
tionally, a normally distributed random variation of ±10%
was applied to the net energy term (Enet[n + 1]) in Equa-

tion 3, allowing the EMS to be evaluated under conditions
of prediction uncertainty

Figure 7 illustrates the simulated behavior of the system
over two full AWES pumping cycles, displaying the bus
voltage, key high voltage side currents, and the supercapac-
itor voltage in p.u.. The nominal value serves as the ref-
erence for the bus voltage, the magnitude of the battery’s
high voltage side current spikes defines the base for sys-
tem currents, and the supercapacitor’s initial voltage is used
to scale its own voltage. The figure demonstrates how the
supercapacitor charges during the reel-out phase and dis-
charges during the reel-in phase, all while following the
current limitation defined in Equation 5 and matching the
AWES profile. It also highlights how a constant power flow
to the grid is achieved through the proposed energy man-
agement strategy.

(a) Bus voltage in the simulation.

(b) Relevant high voltage side currents of the simulation.

(c) Supercapacitor voltage in the simulation.

Figure 7: Simulation results over two AWES cycles.

During the first cycle, the battery remains idle and the
bus voltage is stable. However, after recalculating the re-
quired energy for the second cycle using Equation 3, the
resulting demand surpasses the minimum threshold (Emin),
triggering battery participation. Consequently, the superca-
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pacitor absorbs less power and delivers more, allowing the
bus voltage to rise and enabling the battery to absorb the
required energy. The bus voltage during the second cycle
creates a sawtooth pattern as mentioned in subsection 2.3.

Figure 8 presents the system’s behavior in simulation
across multiple pumping cycles. Each cycle’s reel-out
phase varies in power generation, reflecting differences in
wind speed. By contrast, the reel-in phase shows more
stable power consumption due to its weaker dependence
on wind conditions. The figure illustrates how the pro-
posed EMS effectively maintains the supercapacitor voltage
within its defined limits of 0.7–1.3 p.u. by appropriately
coordinating battery charging and discharging. Note that
the spacing between the battery’s current spikes reflects its
power demand: higher frequency implies higher demand.

(a) Bus voltage in the simulation.

(b) Relevant high voltage side currents of the simulation.

(c) Supercapacitor voltage in the simulation.

Figure 8: Simulation results over many AWES cycles.

These simulation results demonstrate how the superca-
pacitor effectively mitigates transient power fluctuations,
particularly during the reel-out phase, while maintaining
bus voltage variations within ± 3% of the average value at
all times, fluctuating between 1 and 1.06 p.u..

3.3. Experimental Results and Analysis

This subsection presents initial experimental results ob-
tained from the physical microgrid, evaluating the proposed
control strategy under nominal operating conditions for the
ground-generation AWES system. It includes a detailed
analysis of the EMS performance during a single reel-out
phase while operating in islanded mode.

Figure 9 illustrates the bus voltage, EM and supercapac-
itor currents, and the supercapacitor voltage in p.u., using
the same reference values defined in subsection 3.2.

(a) Bus voltage in the microgrid.

(b) Electric machine and supercapacitor high voltage side currents
in the microgrid.

(c) Supercapacitor voltage in the microgrid.

Figure 9: Results over an AWES reel-out.

This initial test demonstrated that the supercapacitor was
able to track the highly variable AWES power profile by
dynamically adjusting both its voltage reference and cur-
rent limitation. The offset between the power generated
by the EM and the power absorbed by the supercapacitor
was greater in the HiL setup than in the SiL simulation,
primarily due to communication delays. These delays in-
troduced a slight oscillation in the bus voltage, as shown
in Figure 9a, with fluctuations limited to ± 1.75%, ranging
between 1.005 and 1.04 p.u.. This level of oscillation is not
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a concern, as it remains within the allowable range for the
battery to stay in idle mode.

4. Conclusion

This study underscores the necessity of an EMS for
integrating ground-generation AWES into power grids.
The cyclical power fluctuations inherent to AWES—with
alternating reel-out (high-power generation) and reel-in
(energy-consuming) phases—render a direct grid connec-
tion unfeasible without advanced control mechanisms. The
key findings can be summarized as follows:

• Critical Role of the EMS: By dynamically dis-
tributing power between energy storage and the grid,
the proposed EMS effectively mitigates rapid load
changes that would otherwise destabilize grid voltage
and frequency.

• Synergistic Storage Architecture: Employing a su-
percapacitor for transient absorption and a battery for
longer-term buffering maintains the bus voltage within
acceptable deviation limits.

• Grid Compliance and Reliability: The control strat-
egy ensures net positive energy export to the grid
by managing supercapacitor charging and discharg-
ing across reel-out and reel-in phases, thus providing
a smoother overall power profile.

Overall, the results confirm that ground-generation
AWES technology requires a dedicated EMS to maintain
stable operation within typical power grid constraints. The
proposed control strategy for the EMS of the AWES power
conversion system microgrid in this paper demonstrates its
ability to supply constant power to the grid when the only
energy source is the power generated by an AWES. The
framework presented here offers a scalable foundation for
future AWES projects. Future work should focus on ex-
panding HiL testing to validate both the predictive and feed-
back components of the EMS, as well as its ability to con-
trol the battery’s power output within the real microgrid.
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