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Abstract. Renewable energy and power utilities inspection by 

autonomous aircraft enables rapid and effective risk-free 

assessment of the state of systems, and provides a qualitative and 

accurate assessment of defects and damages. To realize 

maximum operational benefits of aerial inspections, effective 

controls for autonomous aircraft must be ensured and the system 

should be operated in an optimal policy. Hence, the objective of 

this paper is to consider optimal control strategies for a quadrotor 

helicopter type UAV. Based on some structural properties of the 

considered system, in particular the flatness property, we suggest 

a control strategy that ensures tracking a time parameterized path 

that connects two given points in the state space while 

minimizing the energy consumption. The proposed controller 

enables longer-endurance missions for the quadrotor and 

effective supervision and inspection of large energy systems and 

power plants. In this paper the analysis of the control law takes 

into consideration the highly nonlinear dynamic model of the 

quadrotor and the electrical actuator model. The current approach 

in solving the optimal control problem under consideration 

allows one to eliminate the differential equation and to 

reformulate the optimal control problem to a nonlinear 

dynamic programming problem. The approach can make 

monitoring operations of renewable energy plants by aerial 

vehicles, more efficient. 
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systems, optimal control, minimum energy. 

 

1. Introduction 

Use of drones has had a tremendous impact on inspection 

of civil infrastructures including, buildings, bridges, power 

lines, solar and wind turbine farms [1], [2], [3]. The use of 

drones in the field of renewable energy is demonstrated in 

tasks such as designing power plants, monitoring hardware 

of power lines and renewable systems. In recent years 

wind turbines have gotten taller and wind blades and rotors 

have gotten bigger [4] and the need for efficient and 

accurate surveillance and inspection by drones has become 

more significant. Infrared cameras mounted on drones can 

help detect malfunctions in solar panels and enable faster 

repairs [5]. In the field of wind turbines, companies can 

deploy drones to get close-up 3D images of wind blades 

without stopping the turbine operation. Hence, the need 

arises to develop effective control laws for UAVs that will  

ensure optimal performance, maneuverability, and 

stability of the aircraft. We concentrate on the minimum 

energy control problem in a quadrotor UAV. In Fig. 1 we 

present a scheme of the quadrotor with the four electric 

motors and their functionality as it expressed by their 

relative direction of rotation.   

 
Figure 1. A camera-equipped quadrotor. The quadrotor is 

controlled by varying the motor relative speeds i . 

Several papers have considered optimal control problems 

in quadrotors. For example [6] considers L1 - optimal 

robust controller for the quadrotor UAV, and [7] and [8] 

have studied the optimal control problems when the 

objective is to minimize the system energy consumption,  

In [12], the flatness property is used in solving an optimal 

control problem. The contribution of this article is in 

applying the concept of flatness in a model that accounts 

for the full nonlinear model, including the motor 

dynamics. We establishe a control law that brings the 

UAV to a desired final state from a given state within a 

prescribed time with minimum expenditure of energy.  

2. Modelling 

The quadrotor and the earth frames are given in in Fig. 2, 

where C designates the UAV center of mass.  Let 

 , ,
T

   =  be the Euler angles vector. Then, the 

rotation matrix ( ) that translates the quadrotor-fixed 

frame quantities into the earth-fixed frame is given by 

(we use the familiar abbreviations sin , cosS C   ) 
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Figure 2. The earth-fixed & body frames. C  is the mass center. 
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Then, provided ( )/ 2, / 2   −  using the Lagrange 

formulation the system nonlinear dynamical model is [9]: 

( )

( )

( )

1 2

2 3

1 1

/b

b

F m e g

L

J S J J M

 

 
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=

= −

=

= +

                                            (2) 

where  1 , ,
T

x y z = ,   is the quadrotor angular 

velocity (in the body frame), ,m J  are respectively the 

mass and moment of inertia, ,b bF M  are respectively the 

thrust and the torque, ( ) ( )S J J   =   (the cross 

product),  3 0,0,1
T

e =  and g  is the gravity acceleration.  

For ( )/ 2, / 2   −  the matrix ( )L   in (2) is given by 

1

0

0

( )

/ /

S T C T

C S

S C C C

L

  

 

   



 −

 
 

=  
  

                              (3)                     

The thrust force provided by the i − th motor is 
2

i if b=   where 0b   is the thrust constant and 

( ) ( ) ( )

 

2 2 2 2 2 2 2 2

1 3 4 2 1 3 2 4

4
2

1

, ,

0,0, ,

b

T

b b b i

M lb lb d

F U U b

=  −  −  + − −

= = 

  


  (4) 

where i  is the rotor angular velocity, l  is the distance 

between the center of mass (the point C  in Fig.2) and the 

rotor shaft, 0d   is the drag factor.  

Next, we consider the actuator dynamics. We assume four 

identical brushless direct current (BLDC) motors [8]. A 

simplified model of the system (motor & load) is given by 

2

( ) ( ) ( ) ( ) /

( ) ( ) ( ) ( )

i i v

i i v i

v t Ri t Li t t k

I t t d t d t

= + +

 = −  − 
                          (5) 

where ,R L  are the motor resistance and inductance, 

( )( ) tt k i t =  is the motor torque, ,v tk k  are constants, 

( )v id t  is a torque due to viscous friction, I J  is 

the rotor with the propeller inertia moment. 

3. The Flight Control Objectives 

The energy consumed by the quadrotor during a time 

interval [0, ]ft  is given by [8]:  

4

10

( ) ( )

ft

f i i

i

E t t dt
=

=                         (6)                              

or, equivalently (using (5)) 

4
3 2

10

( ( ) ( ) ( ) ( ))

ft

f i i i v i

i

E I t t d t d t dt
=

=   +  +         (7) 

The objective is to establish a control strategy such that 

the following is satisfied. For a given initial state of the 

system (2) and for a desired final target at 0ft t=   in 

the state-space the trajectory connecting the starting and 

ending points is selected such that the energy 

consumption is minimal, namely, fE min→ .  

Practically, the current approach ensures a suboptimal 

solution. In this paper we apply the so-called flatness 

property in the theory of nonlinear systems [10].   

4. Applying the Flatness Property  

To apply the flatness property in the quadrotor nonlinear 

model [9], [11], [12] we recall that the flat output is given 

by the following vector-valued function: 

* *T * * * * *

1( ) (t), ( ) (t), (t), (t), (t)
T T

fy t t x y z     = =     (8)                    

We will represent 
*( )fy t  by a linear combination of a 

set of linearly independent smooth functions with 

undetermined coefficients. We will select the coefficients 

such that a set of given conditions are met and along a 

computed trajectory ( )fE t min→ .  To simplify 

slightly the procedure, we assume that 

(0) ( ) 0ft = =  and 
*( ) 0t =  for all 0 ft t  . 

Hence, from (8) it remains to select
*

1 ( )t  that 

determines the trajectory and the input functions. To 

achieve this goal, we need first to show the mathematical 

relationships between the flat output and the system 

variables (state and inputs). 

 

Firstly, we list a set of conditions that must be satisfied 

by the selected flat output: (i)- 
*( ) g 0z t +   (free fall is 

not allowed), (ii)- the computed thrust must be strictly 

positive, that is 
*( ) 0bU t  , and (iii)- the computed pair  

* */ 2 ( ), ( ) / 2t t   −    for all 0t  . 
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To slightly simplify notations, assume without loss of 

generality that 1m = . From (1), (2), and (4) we have  

* * * * *

* * * * *

* *

* * *

b bF

C S C S S

S C S C S U

C C

    

    

 

=

 +
 
 − +
 
  

 

Summarizing the squares of the expressions in the matrix:  

( ) ( ) ( )* * * * * * * * * * * *

* * * * * * * * * * * *

2 2 2

2 2 2 2 2 2 2 2 2 2 2 2 1

C S C S S S C S C S C C

C S C S S S C S C S C C

           

           

+ + − + + =

+ + + + =

 

and recalling (2) ( )
2

*2 *2 *2 *( ) gbU x y z t= + + +  or  

( )
2

* * 2 * 2 *( ) ( ) ( ) ( ) g 0bU t m x t y t z t= + + +     (9)    

Since 
*( ) g 0z t +   the strict inequality in (9) holds.  

Recalling that we select 
*( ) 0t = , from (2) we have 

* * *

* * * */ , /b bx U S C y U S
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= = −  and thus 

( )

( )

2
* * *2 *2 *

2
* * *2 *

arcsin / ( ) g

arcsin / ( ) g

y x y z t

x x z t





 
= − + + + 

 

 
= + + 

 

    (10)                                            

Remark. By (9) & 
*( ) g 0z t +   we have * */ 1by U  , 

* */ 1bx U   and therefore ( )/ 2, / 2   − . 

Thus far we have determined by the flat output (8) the 

quadrotor position coordinate 
* * * *

1 , ,
T

x y z  =   , the 

Euler angles vector 
* * * *, ,

T

    =   , and the thrust 

*

bU .  Therefore, we have 
* * * * *

2 1 , ,
T

x y z   = =    and 

* * * *, ,
T

    =   . In ( )/ 2, / 2   −  the inverse of 

( )L   exists and letting ( ) ( )1L Q −
 we have by (2)  

( )
*

* * *

* * *

* * * *

1 0

0

0

S

Q C C S

S C C



  
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         (11) 

which determines 
*( )t  and hence 

*( )t . Applying 

*( )t  and 
*( )t  we get from the last equation of (2)  

( )* * * *

bM J S J  = −                                  (12) 

Hence, the above procedure yields the chain of results:  

* * * * * * *

1 2f b by U M   → → → → → →  (13) 

5. Some Computational Considerations 

The initial and final times are 0 0, 0ft t=    

respectively. The quadrotor initial and final states are:  

1 10 2 20 0 0(0) , (0) , (0) , (0)       = = = =    

1 1 2 2( ) , ( ) , ( ) , ( )f f f f f f f ft t t t       = = = =  

To simplify a bit the presentation we assume that  

1 2(0) 0, (0) 0, (0) 0, (0) 0   = = = =         (14) 

1 1 2( ) , ( ) 0, ( ) 0, ( ) 0f f f f ft t t t    = = = =        (15) 

That is, we search for an optimal control strategy that 

transfers the UAV from rest to an arbitrary selected point 

 , ,f f fx y z  with zero linear and angular velocities and 

the initial and final orientation are (0) ( ) 0ft = = .    

As indicated the flat output in (8) can be selected as a 

linear combination of linearly independent functions. For 

illustration, we take polynomial functions (which, 

numerically is not the best choice) for the position 

components of the flat output, namely, 

* * *

0 0 0

( ) , ( ) , ( )
yx z

nn n
i i i

i i i

i i i

x t a t y t b t z t c t
= = =

= = =        (16) 

where , ,x y zn n n  must be chosen large enough such that 

the listed conditions hold and .fE min→ , namely, 

* * * *

1 2(0) 0, (0) 0, (0) 0, (0) 0   = = = =   (17)                      

* * * *

1 1 2( ) , ( ) 0, ( ) 0, ( ) 0f f f f ft t t t    = = = =         (18) 

where 
* * * * *( ) , ,0 , 0

T

f f f f ft     = = =   are 

given in (10), and 
*( )ft  in (11). In addition, we recall 

that 
*( ) g 0z t +   must hold. Next, fE  in (7) will be 

presented as a function of the flat output. From (4): 

*2

1

* *2

*2

* *2

3

*2

4

0 0

0 0

b

b

b b b b

lb lbU
K

lb lbM

d d d d

  
  

  −   =     −  
  

− −     

       (19) 

where * *2 *2 *2 *2

1 2 3 4, , ,
T

  =       and the constant 

matrix K  in (19) is invertible (
3 2det( ) 8K b l d= ). So,  

*2 * *

1 1 1

* **2 * *

1 12 2 2

* **2 * *

3 3 3

*2 * *

4 4 4

1

2

b b

b b

U U
K K

M M

− −

    
  

        = → =          
  

        

             (20)                              

where 
*

bU  is defined by (9) and 
*

bM  by (12), that is 

https://doi.org/10.24084/repqj17.229 87 RE&PQJ, Volume No.17, July 2019



* * * * * *( ) ( )bM J J J    = −  −  . Hence, the 

expressions that appear in the integrant of (7) can be 

displayed using the starred functions in (16).  

Some immediate results are as follows. From (10) and 

(14)-(15) we obtain the following chain: 

(0) ( ) 0 (0) ( ) (0) ( ) 0f f ft x x t y y t = = → = = = = . 

But then we also have (see (10)-(11)) 
(3) (3) (3) (3)(0) ( ) 0 (0) ( ) (0) ( ) 0f f ft x x t y y t = = → = = = = . 

It is also reasonable to assume that the initial and final 

angular accelerations and the initial and final vertical 

accelerations are zeros (assuming that in aerial photo 

missions, when taking a picture, the camera should be held 

steady), i.e. (0) ( ) 0ft = =  and (0) ( ) 0fz z t= = . 

Then (0) ( ) 0 (0) ( ) 0f ft t   = = → = =  and 

(4) (4) (4) (4)(0) ( ) 0 (0) ( ) y (0) ( ) 0f f ft x x t y t = = → = = = = .  

Therefore, the following set of equations must hold:  

1

5 5

5 5

5 5

( ); 0, 1,2,3,4

( ); 0, 1,2,3,4

( ); 0, 1,2

x x

x x

x x

n nj
i i

i f f i fj
i i

n nj
i i

i f f i fj
i i

n nj
i i

i f f i fj
i i

d
a t x t a t j

dt

d
b t y t b t j

dt

d
c t z t c t j

dt

= =

= =

= =

= = =

= = =

= = =

 

 

 

                  (21)                                 

With these results in mind, we can formulate the current 

optimal control problem as follows. Find a set of 

coefficients , ,i i ia b c  of the polynomials 

* * *

5 5 3

( ) , ( ) , ( )
yx z

nn n
i i i

i i i

i i i

x t a t y t b t z t c t
= = =

= = =            (22)  

such that (21) holds, 
*( ) g 0z t +  , and .fE min→   

6. A Sub-Optimal Control Strategy  

In the considered quadrotor each motor rotates in one 

direction: either clockwise with respect to the positive 

direction of the 
bZ  axis in Fig. 1 (motors 1 and 3) or 

counterclockwise (motors 2 and 4). So, when we calculate 

the energy invested per each motor, we regard 
*

i  as a 

nonnegative quantity. With this in mind, let us rewrite the 

energy expression (7) in terms of the starred variables:  

4
* * * *2

10

( ( ) ( ) ( ( ) ) ( ))

ft

f i i i v i

i

E I t t d t d t dt
=

=   +  +   (23) 

From (20) and (23) we write 

 

 

*4
* * 1

*
10 0

* *

1

* *

1
( ) ( ) 1,1,1,1

2

( ) (0)1
1,1,1,1

( ) (0)2

f ft t

b

f i i

i b

b f b

b f b

U
E I t t dt IK dt

M

U t U
IK

M t M

−

=

−

 
  =  

 

 −
=  

−  

 
 (24) 

But observing (9) and (12) and recalling (17)-(18) and 

the fact that the initial and final linear and angular 

accelerations are all zeros we have (see (9) and (12)) 
* *(0) ( )b b fU U t g= =  and at the end points the torque 

vector satisfies * *(0) ( ) 0b b fM M t= =  and (23) becomes 

0fE =                                                                         (25) 

Hence, (22) reduces to 

4
* *2

10

( ( ) ) ( ))

ft

f i v i

i

E d t d t dt
=

 +                                (26) 

and the control objective is to minimize (26) subject to 

(21) and 
*( ) g 0z t +  , where 

*, 1,2,3,4i i =  are 

functions of the flat output (as a result of equations (20), 

(12), and (9)). Hence, we have 
* *( , , )i i i i ia b c =  and 

observing (26) we write ( , , )f f i i iE E a b c= . The 

bottom line is that the original optimal control problem 

has been reformulated to a simplified nonlinear dynamic 

programming problem. Methods of dynamic 

programming [13], [14] have found applications in 

numerous fields. The application of nonlinear dynamic 

programming to the optimal control problem in the 

considered quadrotor model is currently under study. 

However, for the sake of illustration we will demonstrate 

the approach for a simple case. 

Note that once we have 
*(t), 1,2,3,4i i =  it is possible 

to determine by the second equation of (5) the terms 

( )* *( )i t it k i t = , and then the input signals 

*( ), 1,2,3,4iv t i =  can be evaluated by the first equation.  

7. Example 

Although, as noted above, the optimal control problem 

has been simplified by the algorithm based on the 

flatness property, the nonlinearity and the complexity of 

the system still make it numerically challenging. We will 

present here an elementary example which demonstrates 

the approach of the considered problem. (A wide 

development of a suitable algorithm is now under further 

study). The relevant physical parameters of the quadrotor 

in the example are as follows. The quadrotor mass is 

1[ ]m kg= , the thrust and drag coefficients are 

3 29.5 10 [ / ( / sec) ]b N rad−=   & 4 27.5 10 [ / (rad/ sec) ]d Nm−=  , 

and the gravity acceleration is 29.81[ / sec ]g m= . 

Regarding the actuator parameters we assume a small DC 

motors and ignore the inductance L , the resistance is 

[ ]0.2R =  and 22.3 10 [ / ]tk Nm A−=   is the torque constant.   

The viscous damping coefficient is  taken as 

0.01[ / ( / sec)]vd Nm rad= , the electromotive constant in 

(5) is 100[( / sec) / ]vk rad v= , and the rotor inertia 

(including the propeller) is 5 25 10 [ ]I kgm−=  .   

In the current simple example, we assume a vertical flight 

i.e. 
* *( ) ( ) 0, 0 fx t y t for all t t= =   . This implies 
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* * * *( ) (t), (t), ( ) 0
T

t t    = =   and 
*( ) 0bM t =  

for all 0 ft t  . From (19) and the first equation in (20) 

one arrives at  

*

*2 *2 *2 *2 1 * * * *

1 1 1 1

1
, , , , , ,

40

T T
b

b b b b

U
K U U U U

b

−
 

       = =    
 

 (27)             

and since we take 1m = , (26) becomes  

( )
4

* *

10

( ) / 4 / 4b ( )

ft

f b v b

i

E d U t b d U t dt
=

= +                 (28) 

and recalling the numerical data  

( )* 3/2 *

0

4 1.79 ( ) 23.6 ( )

ft

f b bE U t U t dt= +                      (29) 

From the flatness property and the fact that 
* *( ) ( ) 0, 0 fx t y t for all t t= =    we have 

* *( ) z ( ) 0bU t t g= +                                                 (30) 

Recalling (21) and (22) let 
*

3

( )
zn

i

i

i

z t c t
=

= . The selected 

final time is 5[sec]ft =  and the desired final position is 

 *

1 0,0,10
T

f = . We consider the case 

*deg{ ( )} 6zz t n= = . Using (21) for 6zn =  the 

coefficients , 3,4,5,6ic i =  must be selected such that the 

polynomial 
* 3 4 5 6

3 4 5 6( ) c c c cz t t t t t= + + +  satisfies the 3 

conditions  

* 3 4 5 6

3 4 5 6

* 2 3 4 5

3 4 5 6

* 2 3 4

3 4 5 6

( ) c c c c 10

( ) 3c 4c 5c 6c 0

( ) 6c 12c 20c 30c 0

f f f f f

f f f f f

f f f f f

z t t t t t

z t t t t t

z t t t t t

= + + + =

= + + + =

= + + + =

       (31)                  

and 
*( ) g 0, 0, fz t t t +     .  

We shall compute a set of admissible constants (a set of 

constants , 3,4,5,6ic i =  that satisfy the listed conditions) 

that minimize an upper bound to fE . From (29) 

1 2f f fE E E= +  with 

( )
3/2

* *

1 2

0 0

7.16 ( ) , 94.4 ( )

f ft t

f b f bE U t dt E U t dt       (32) 

Now, since (see (14)-(15))  
* *(0) ( ) 0fz z t= =  we have 

using (30)  

*

2

0

*

0

94.4 ( )

94.4 ( ( ) ) 94.4

f

f

t

f b

t

f

E U t dt

z t g dt gt= + =





                     (33) 

Next, we consider the term 1fE  in (32). For 
*( ) g 0z t +   

we have using Schwartz’s inequality  

* 3/2 * * 1/2

1

0 0

1/2 1/2

* 2 *

0 0

7.16 ( ) 7.16 ( ) ( )

7.16 ( ( ) g) ( ( ) g)

f f

f f

t t

f b b b

t t

E U t dt U t U t dt

z t dt z t dt

=

   
 + +   

      

 

 

       (34) 

Recalling (34) and using * 2 *2 * 2( g) 2 g gz z z+ = + +  we get 

1/2

* 2 2

1

0

7.16 ( )

ft

f f fE gt z t dt g t
 

 + 
  
                  (35)  

Hence, our current objective is to compute an admissible 

set of coefficients , 3,4,5,6ic i =  that minimizes the 

right-hand side of (35). Let  

* 2

0

( , ) ( )

ft

ff t c z t dt                                        (36)       

where 3 4 5 6[ , , , ]Tc c c c c=  is the coefficients vector. We 

have ( ,0) 0 ( , ) 0, 0, 0f f ff t and f t c c t=     , and 

(t , ) c ( ) / 2T

f ff c Q t c=  where 4 4( ) ( )T

f fQ t Q t R =   is 

a positive definite matrix. Hence, the problem of 

minimizing ( , )ff t c  subject to the constraint (31) might 

be obtained by using tools from the theory of the 

quadratic constrained minimization problems [15].  

To this end we can rewrite (31) as ( )fH t c a=  where  

3 4 5 6

2 3 4 5

2 3 4

10

( ) 3 4 5 6 , 0

6 12 20 30 0

f f f f

f f f f f

f f f f

t t t t

H t t t t t a

t t t t

   
   

= =   
     

     (37) 

It is easy to check that the matrix ( ), 0f fH t t   is full 

row rank. Hence, the minimum of (t , )ff c , subject to 

Hc a=  is unique and can be determined by  

( ) ( ) 0

( ) 0

T

f f

f

Q t H t c

H t a

     
=     

      
                              (38) 

where 
3R  is the Lagrange multipliers vector. Since 

the Q  is positive definite and H  is of full row rank, the 

matrix in (38) is invertible. For 5ft =  we obtain the 

following numerical results. The coefficients vector c  is 

3 4 5 6

-2 -5
[ , , , ] 0.79736, -0.23842,1.8884 10 , 2.1099 10

T
T

c c c c c=   =  
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and functions ( )z t  (see Fig. 3) and ( )z t  are given by 

 

* 3 4

-2 5 -5 6

* 2 3

-4 4

( ) 0.79736 - 0.23842

1.8884 10 2.1099 10

( ) 4. 7842 - 2. 861 0.37768

6. 3297 10 , [0,5]

z t t t

t t

z t t t t

t t

=

+  + 

= +

+  

   

Further, (5, ) c (5) / 2 13.719Tf c Q c= =  and hence, (35) 

and (36) yield  
1/2

2

1 7.16 5 13.719 5 1115.6fE g g  + = 
 

and from (32) 
2 94.4 5 4630.3fE g= =  and finally 

1 2 1115.6 4630.3 5745.7f f fE E E= +  + =  [J.]. Using (30)   

* 2 3

-4 4

( ) 4. 7842 - 2. 861 0.37768

6. 3297 10 0, [0,5]

bU t t t t

t g t

= +

+  +  
              

(see Fig. 4) and from (27) and (19) the motor speed is  
* * 1/2

2 3

-2 4 1/2

( ) [ ( ) / (4b)]

[503.94 -301.36 39.783

6. 6673 10 1033.3] , [0,5]

i t U t

t t t

t t

 =

= +

+  + 

    

 From (5)  
2( ) ( ) ( ) ( ) ( )t i i v ik i t t I t d t d t= =  +  +  , 

and using the numerical data we have 
3 2 2( ) 2.174 10 ( ) 3.043 10 ( ) 0.435 ( )i i ii t t t t− −=   +   +   

and from the first equation of (5) we arrive at 

( ) ( ) ( ) / 0.2 ( ) 0.01 ( )i i v iv t Ri t t k i t t= + = +  . 

 

Figure 3. Time history plot of the vertical position 
*( )z t . 

 

Figure 4. Time history plot of the thrust force 
*( )bU t . 

 

8. Conclusion 

Based on the concept of flatness in nonlinear systems 

theory a minimum energy consumption control algorithm 

is applied to motion control of quadrotor-type helicopters. 

Energy saving will extend the flight time of the aircraft 

and hence, will allow for more flexible and effective 

supervision and inspection of power utility assets. Further 

research is under way to expand the dynamic 

programming algorithm to solve the optimal control 

problem for the complete nonlinear model of the system 

under consideration in case of model uncertainties. The 

mathematical procedure in this article is based on the use 

of polynomial functions but to reduce oscillations 

between data points, a more suitable set of linear 

independent functions should be considered.  
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