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Abstract. Higher-Order Statistics (HOS) have been 
frequently applied in Power Quality Disturbance (PQD) analysis 
as a reliable tool for event detection. This paper outlines a 
technique based on mean, variance and zero-lag third and fourth 
cumulants – skewness and kurtosis – along with the Total 
Harmonic Distortion (THD) index for PQD detection. These 
statistics are obtained in order to characterize a waveform by a 
feature vector. A two-layer feed-forward neural network is then 
used to classify inputs (feature vectors) into a set of PQD 
categories. The impact of frame duration and number of hidden 
neurons is analyzed. The network is trained, validated and tested 
with synthetically-generated PQD waveforms obtained from 
parameter-controlled equations. As a first approach, five PQD 
categories are considered: sag, swell, interruption, impulsive 
transient and oscillatory transient. A promising overall 
classification rate of 99.7 % is achieved which allows future 
analysis with more PQD categories and/or a noisy context. 
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1. Introduction 
 
The increasing pollution of power lines and its impact on 
the quality of power delivery by electrical utilities to the 
users [1] make power quality (PQ) event detection and 
classification a leading issue for the power industry and so 
a glowing topic for researchers. Myriads of papers have 
proposed different methods, techniques and solutions to 
this problem. Most of them consist of feature extraction 
based on signal processing and artificial intelligence based 
classifiers [2]. This paper follows this research issue, 
using a reduced set of parameters that include both second 
(e.g. THD) and Higher-Order Statistics (HOS) in the 
feature extraction stage over the signal under test. The 
extracted features are presented to a multi-layer 

perceptron neural network to deal with the classification 
of the signal in a suitable category. The goal is to make 
the neural network as simple as possible. Recently use of 
HOS can be found in [3] and [4]. 
 
PQ problems faced by facilities operations include sags, 
swell, surges, outages, harmonics and flickers [5]. Related 
terms and definitions can be found in [6]. However, since 
a large and complete set of real disturbances is difficult to 
capture, a data generation stage is firstly required to 
provide a significant number of signals to work with. 
 
The paper is organized as follows. Section 2 reviews the 
definitions of HOS and THD and the potential use in PQ 
event detection. Section 3 presents the parameter-
controlled equations to model PQD. Section 4 presents the 
proposed technique for PQD detection and classification. 
Section 5 presents some numerical results. Finally, section 
6 summarizes the conclusions. 
 
2.  HOS and THD in PQ context 
 
Certain higher-order statistics, namely cumulants have 
become increasingly popular in several areas of system 
identification and signal processing [7], especially in 
problems which deal with non-Gaussian or non-linear 
processes [8]. A number of valuable properties of 
cumulants which make them an interesting choice can be 
found in [7] and [8].  
 
Hereinafter some important definitions and theoretical 
developments are exposed in order to get a comprehensive 
approach to the mathematical guts of the problem. The 
starting point is a random variable, in a random vector, 
which models a stationary stochastic process. 
 
The moment generating associated with a random variable 
X is given by the following integral: 
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and the cumulant generating function can be obtained as 
the natural logarithm of the moment generating function: 
 
 ψ(s) = lnφ(s) (2) 

 
Moment theorem [9] states that the derivatives of (1) at 
the origin (s=0) equal the moments of X. On the other 
hand, cumulants (or cumulative moments) of a random 
variable X are by definition the derivatives at the origin of 
the cumulant generating function. That is, the nth-order 
cumulant of a random variable is defined as the nth-
coefficient in the McLaurin series expansion (provided it 
exists [8]) of the cumulant generating function. 
 
Cumulants are related to the moments by the following 
recursive formula: 
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Similarly, the moment generation function of a random 
vector or collection of random variables {X1,X2,…,Xn} is 
defined by: 
 
 φ(s

1
,s

2
,…,s

n
) = E es1X1+s2X2+…+snX n



 (4) 

 
and the cumulant generation function by: 
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Thus, the joint moment of n random variables follows: 
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and the joint cumulant by the Leonov – Shiryaev's 
formula: 
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where π runs through the list of all partitions of              
{1, 2,…, n}, B runs through the list of all blocks of the 
partition π, and |π | is the number of parts or blocks in the 

partition. That is, the nth-order cumulant of a collection of 
random variables is therefore defined in terms of its joint 
moments of orders up to n [8]. 
 
Finally, in the case of a stationary random process X(k), 
the nth-order moment and cumulant are given by: 
 

m
n
x (k

1
,…,k

n−1
) =

= mom(X(k),X(k+ k
1
),…,X(k + k

n−1
)) =

= E X(k) ⋅ X(k + k
1
) ⋅…⋅ X(k + k

n−1
)   

(8) 

c
n
x (k

1
,…,k

n−1
) =

= cum(X(k),X(k+ k
1
),…,X(k + k

n−1
)) =

= (−1)|π|−1(|π |−1)! E X(k + k
i
)

i∈B

∏










B∈π
∏

π
∑

 
(9) 

 
Under zero-lag condition the collection or set of random 
variables {X(k),X(k+k1),…,X(k+kn-1)} is reduced to 
{ X(k),X(k),…,X(k)} and then joint moments and joint 
cumulants of an nth-order random vector become 
moments and cumulants of a one-dimensional random 
variable.  
 

 

 
(10) 

 
 (11) 

 
In practice, nth-order zero-lag sample moments and 
sample cumulants of a stationary and zero-mean stochastic 
process shall be given by: 
 

 
 (12) 

 
 (13) 

 
Sample moments and cumulants so defined are 
demonstrated to give unbiased estimates [10], however 
cumulants are preferred [8]. 
 
The total harmonic distortion (THD) is a measure of the 
effective value of the harmonic components of a distorted 
voltage or current waveform defined as the ratio of 
harmonics in percentage of the fundamental component 
[12]. 

 

THD =
V

k
2

k=2

∞

∑

V
1

 
(14) 

 
where Vk is the amplitude of the kth harmonic component. 
  
3.  PQD Parameter-controlled equations 
 
It is common to find in the literature PQD signal models 
based on mathematical equations [2], [12], [13] and [14]. 
Although real-time PQ disturbances signals are difficult to 
capture [12], synthetically-obtained waveforms can be an 
interesting alternative. They are quite similar to real 
signals and allow the generation of a large number of 
controlled samples to be used for research purposes. In 
fact, they are generated by power-signal generators. 
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In this paper, six types of PQ disturbances were generated, 
including the healthy case (pure sine, sag, swell, 
interruption, impulsive transient, and oscillatory 
transient). Waveforms are produced using parametric 
equations in MATLABTM. The proposed expressions and 
parameter variation are given in Table I. Values are 
uniformly distributed in their suitable ranges. 
 
Different types of PQ disturbances waveforms are shown 
in Figure 1. Non-disturbed signals have normalized 
amplitude of 1.0 p.u. and fundamental frequency of 50 Hz 
(20 ms cycle time). The sampling frequency and period 
are 20 kHz and 0.05 ms, respectively, that is 400 points 
for each cycle. Each waveform has an overall duration of 
20 cycles or 0.4 s (8000 points). 
 

Table I.- PQ disturbances equations and parameter values 
 

Healthy waveform (pure sine) 
v(t) = A ⋅sin(2π ⋅ f ⋅ t + φ)

A =1V

f = 50Hz

φ = U(−π,π)

 

Sag/Swell 
v(t) = 1− (1− α) ⋅ w(t)



⋅sin(2π ⋅ f ⋅ t + φ)

α = U(0.5,0.8)

v(t) = 1+ α ⋅ w(t)



⋅sin(2π ⋅ f ⋅ t + φ)

α = U(0.2,0.5)

φ = U(−π,π)

w(t) = u(t− t
1
) − u(t − t

2
)

t
2

− t
1

= U(5T,9T)

 

Interruption 
It is considered a sag with α = U(0,0.1)

 
Impulsive transient 

v(t) = sin(2π⋅ f ⋅ t + φ) + α⋅e−( t−t1)/τ ⋅ w(t)

φ = U(−π,π)

α = U(3A,4A)

τ = U(100⋅10−3 / ln(10),180⋅10−3 / ln(10))

w(t) = u(t− t
1
)

 

Oscillatory transient 

v(t) = sin(2π ⋅ f ⋅ t + φ)+ α ⋅e−( t−t1)/τ ⋅sin(2π⋅ f
t
⋅ t) ⋅ w(t)

φ = U(−π,π)

α = U(3A,4A)

τ = U(100⋅10−3 / ln(10),180⋅10−3 / ln(10))

f
t
= U(0,4KHz)

w(t) = u(t− t
1
)

 

 
 

 
 
Fig. 1. Healthy and PQD waveforms: (a) Pure sine; (b) Sag; (c) 
Swell; (d) Interruption; (e) Impulsive transient; (f) Oscillatory 
transient. 
 
4.  PQD detection and classification 
 
The signals generated by mathematical models can be 
easily used in the classification of PQ disturbances to 
extract their distinctive features [12]. However some 
preprocessing is required before the classification stage in 
order to get a zero-mean process and presume stationarity 
and ergodicity. 
 
Furthermore, features estimates are to be normalized by 
the nth-power of the standard deviation to make them 
scale-invariant. 
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Figure 2 shows the ability of cumulants 2, 3 and 4 to 
discriminate among different types of disturbance. 
 

 
 
Fig. 2. Cumulants 2, 3 and 4 for different PQD categories (black: 
sag; green: swell; magenta: interruption; cyan: impulsive 
transient; red: oscillatory transient). 
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The feature vector presented to the classifier is composed 
by the mean, the variance, the third- and fourth-order 
standardized cumulants and the THD of each 20 cycles 
waveform. 
 
This time window is used to ensure an adequate frequency 
discrimination for the calculation of the THD.  
 

 

 

 
 
Fig. 3. Power spectrum of a 0.1 s., 0.2 s, and 0.4 s. (20 cycles), 
respectively, 50 Hz, 1 V pure tone. 
 
Once the feature vector is obtained it should be classified 
in its appropriate category. Pattern recognition techniques 
are automated tools for decision-making processes [15]. 
Among them neural networks have been applied 
extensively in PQ [16]. Important features in the design of 
neural networks are the study of the necessary input 
pattern, the neural network structure, transfer functions, 
and learning algorithms [17].  
 
This paper proposes a two-layer feed-forward network, 
with sigmoid hidden neurons, able to classify vectors 
arbitrarily well given enough neurons in its hidden layer. 
The performance of such a network is obtained from one 
to a hundred of neurons for different feature vectors. 
Figure 4 shows a better performance from 20 neurons and 
a feature vector consisting of HOS-1 to HOS-4 and THD 
of zero-mean waveforms. 
 
A set of 600 waveforms – 100 per each PQD category – is 
randomly divided as 70% for training, 15% for validation, 
and 15% for testing the network. The number of inputs is 
set to 5, which is equal to the elements of the feature 
vector, and the number of output neurons is set to 6, 
corresponding to the number of elements in the target 
vector, that is the number of PQD categories. The network 
is trained with scaled conjugated gradient 
backpropagation. 
 

 
 
Fig. 4. 1-hidden-layer neural network performance for different 
number of hidden neurons and feature vectors. 
 
5.  Results 
 
Figure 5 shows the confusion matrices for training, 
validation, and testing, and the three kinds of data 
combined. The network outputs are very accurate as seen 
from the overall 99.7% accuracy. The target classes or 
categories can be identified as: 1) Pure sine; 2) Sag; 3) 
Swell; 4) Interruption; 5) Impulsive transient; and 6) 
Oscillatory transient.  
 

 
 
Fig. 5. Training, validation, test, and overall confusion matrices. 
Gray cells show true positive rates (green figures) and false 
negative rates (red figures). 
 
6. Conclusions 
 
PQ disturbances can be synthetically generated through 
parameterized models that conform to standard 
definitions. It is thus possible to have a sufficient number 
of test waveforms to work with. Although they are not 
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real, their use allows to reach early conclusions about the 
performance of systems. 
 
The use of neural networks on a predefined five-element 
feature vector (up to fourth-order cumulants and THD 
index) makes possible the classification and recognition of 
patterns associated to a number of PQ disturbances (pure 
sine, sag, swell, interruption, impulsive transient, and 
oscillatory transient) with an acceptable level of success. 
 
Data segmentation in 20-cycles frames seems to be 
appropriate to ensure a suitable frequency discrimination 
for THD computation. However this first approach should 
be used as a basis to study the effect of frame duration on 
the time features and the performance of the PQD 
classifier.  
 
Future work will focus on determining the optimal frame 
duration in terms of classification accuracy. The 
expansion of the feature vector through the addition of 
more cumulants (above fourth order) will also be 
considered in order to study their capability to make a 
better classification and unambiguously characterize a 
wider and complex set of PQ disturbances with and 
without a noisy background. 
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