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Abstract. Substation Automation Systems (SAS) are
currently designed and operated based on IEC 61850 standard. 
This standard along with the evolution of the information 
processing technology brings the possibility of developing new 
centralized SAS architectures based on virtualized protection and 
control. However, communication latency must be evaluated as it 
can limit the scalability of virtualized SAS. This paper explores 
via a practical simulation case the effects of the number of virtual 
IEDs in the data traffic of a virtualized IEC61850 SAS based on 
Docker. Simulation results have shown that the increase in the 
network traffic due to a higher number of virtual IEDs produces a 
longer delay in tripping operation under a fault condition.  

Key words. IEC 61850, virtualization, protection, 
digital substation. 

1. Introduction

The Substation Automation System (SAS) plays an 
important role in substations as it performs essential 
functions such as protection, automation and control. 
Earlier SAS used a centralized approach, although finally a 
distributed architecture was adopted due to limitations in 
available technology in those days. In a typical distributed 
SAS, Intelligent Electronic Devices (IEDs) are linked to a 
local processor, which controls one or more bays and is 
connected to a Human Machine Interface (HMI) or to a 
SCADA system for overall control. The design of SAS is 
currently based on the functional requirements of the IEC 
61850 international standard to enable greater integration 
of protection, control, measurement and supervisory 
functions in the substation and easier interoperability 
between devices from different manufacturers. The 
standard establishes the following levels in the architecture 
of SAS: 
 Process level: It contains substation primary

equipment (power transformers, current and voltage
transformers, switching equipment), and merging
units (MU) which merge voltage and current signals
from instrument transformers and transform them into
digital signals.

 Bay level: It contains intelligent electronic devices
(IEDs) for protection and control.

 Station level: It contains the Human Interface Unit
(HMI) and SCADA systems for monitoring and

operation of the substation, as well as gateways for 
the communication with the remote control center. 

In an IEC 61850 substation, horizontal communication 
(e.g. between IEDs in the bay level) and vertical 
communication (e.g. between bay and station level) 
between IEDs is Ethernet based, by means of the process 
bus and the station bus, respectively. 

As an alternative to the typical distributed architecture, 
the centralized approach has gained renewed interest in 
recent years due to the development of high-performance 
computing platforms. A CPC (Centralized Protection and 
Control) system consists of a high-performance 
computing platform capable of providing protection, 
control, monitoring, communication and asset 
management functions. It uses a lower number of 
devices, which improves operational safety and 
interoperability, and provides enhanced cybersecurity, 
due to the limited number of access points for cyber 
threats [1]. Also, the potential of the application of 
virtualization technologies in substations has recently 
started to be explored, in order to develop more flexible 
substations to manage the growing variability in the 
operation conditions of future electric systems [2, 3]. A 
virtualized SAS means a paradigm shift and the evolution 
to fully digital substations, where substation 
functionalities will be provided by software applications 
running autonomously in the same computing platform. 
As a result, hardware dependency will be reduced, as 
well as the time required for the commissioning of new 
substations and the deployment of new functionalities in 
existent substations. 

Both approaches allow centralization of protection 
functions, typically carried out by multiple conventional 
relays, in a single computing platform and so, a reduction 
in the number of devices with regard to the traditional 
approach. However, as stated in [4], there is a difference 
regarding communication between different protection 
functions: in a centralized approach it is device internal 
and not necessarily visible over the IEC 61850, whereas 
in a virtualized approach it develops over a virtualized 
communication network. As a result, in a virtualized 
approach, some extension is required to represent the 
computer running the virtual IEDs in IEC 61850 SCL 
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(Substation Configuration Language) and latency issues 
derived from virtual communication should be carefully 
examined. On this way, the application of virtualization in 
substations poses several challenges that have to be further 
investigated, in order to guarantee correct real-time 
operation of the most critical SAS functionalities, as those 
related to protection and control. 
 
In this paper, communication performance requirements of 
IEDs according to IEC 61850 standard are introduced in 
Section 2, and latency and scalability issues of 
virtualization of protection IEDs are discussed in Section 
3. A practical simulation case study that analyzes the 
influence of the number of virtual IEDs in the data traffic 
of an IEC 61850 substation is described in Section 4. From 
this study, conclusions are extracted regarding the 
influence of the number of IEDs in the scalability of real 
virtualized SAS implementations.  
 
2. IEC 61850 standard 
 
IEC 61850 is the international Standard applicable to 
substation protection, automation and control systems. It 
provides the engineering definitions and processes for 
configuration and parameterization of the functions 
required for digital communication between IEDs in the 
substation. The main purpose of the standard is the 
interoperability between devices from different 
manufacturers. With that purpose, an XML-based 
Substation Configuration Language (SCL) is specified in 
the standard to create a set of files for the configuration of 
an IEC 61850 substation, which facilitates the engineering 
process and the integration of equipment from different 
vendors. One of those files is the Substation Configuration 
Description (SCD) file, which contains a description of the 
switchyard equipment and the topology of the one-line 
diagram, the capabilities of all protection and control IEDs 
used in the substation, as well as the subnetworks, access 
points and communication connections between IEDs. 
 
An IEC 61850 IED is represented by means of a 
hierarchical data model, which is depicted in Figure 1. In 
this model, a physical device (PD) defined by its network 
IP address enables to identify the IED within the system. It 
contains a logical device (LD) with one or more logical 
nodes (LN) which represent the different functions 
performed by the IED. 
 

 
Fig.1. IEC 61850 data model [5] 

 

The following protocols are specified in the IEC 61850 
for communication between IEDs: 

 MMS (Manufacturing Message Specification): It 
is used for application, configuration and 
monitoring data exchange.  

 SMV (Sampled Measured Values): It is applied 
for communication of measurement values. 

 GOOSE (Generic Object Oriented Substation 
Events): It allows fast and reliable 
communication of critical events and states. 

 
MMS protocol is intended for communications between 
IEDs and higher level entities, such as a SCADA or a 
gateway. It applies a client-server approach, where a 
client requests data from a server. In contrast, GOOSE 
and SMV are protocols for the operation of protection 
systems, which are based on a publisher-subscriber 
mechanism, where a subscriber receives all messages but 
filters those messages is subscribed to. SMV messages 
are used in continuous real-time monitoring and control 
for the transmission of voltage and current signal 
measurements to protection and control equipment, and 
data are sent as high speed streams of data set samples. 
GOOSE messages are used for communication of real-
time event-driven situations between IEDs. In GOOSE 
communication, the publisher sends messages 
periodically but when an event happens, it sends a burst 
of messages to minimize the chance of message loss 
(Figure 2). 
 

 
Fig.2. GOOSE transmission [5] 

 
Operation of protection and control functions requires 
fast reliable communication of different type of 
messages. According to IEC 61850, the transfer time 
involved in the transmission of information between two 
devices includes the processing time within publisher, the 
transmission time from publisher to subscriber, and the 
processing time within subscriber to decode the received 
message (Figure 3). Also, different transfer time classes 
are defined depending on the application (Table I). In the 
case of protection functions, a transfer time class TT6 is 
established, with a transfer time below 3 ms. 

 
Fig.3. Overall transmission time between devices [6] 
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Table I. – Classes for transfer times (IEC 61850-5) 
 

Transfer 
time class 

Transfer time 
(ms) 

Application examples: 
Transfer of 

TT0 >1000 Files, events, log contents 
TT1 1000 Events, alarms 
TT2 500 Operator commands 
TT3 100 Slow automatic interactions
TT4 20 Fast automatic interactions 
TT5 10 Releases, status changes 
TT6 3 Trips, blockings 

 
3. Virtualization issues of protection and 

control functions 
 
Virtualization consists on the creation of a software-based 
or virtual representation of a physical IT resource. It is 
widely applied in the IT sector and it is the basis of cloud 
computing. It improves the scalability and flexibility of 
systems, which reduces capital and operating costs, so its 
application in electric substations is being evaluated. There 
are two main virtualization approaches: hardware-level 
virtualization and operating system (OS) level 
virtualization (Figure 4). Hardware virtualization involves 
virtualizing the hardware on a server and creating virtual 
machines that provide the abstraction of a physical 
machine. It uses a hypervisor, which emulates virtual 
hardware (CPU, memory, etc.) for each virtual machine, 
which in turn runs its own operating system and 
applications. In contrast, OS virtualization encapsulates 
standard OS processes and their dependencies to create 
containers that share the underlying OS kernel [7]. 
 

 
(a)                                          (b) 

Fig.4. Hardware (a) and operating system (b) virtualization [7] 
 
Virtual machines are typically more resource-intensive 
than containers, but also provide a high level of isolation, 
which is important in substation environments for security 
and compliance reasons. In contrast, containers are gaining 
a great popularity as they are more portable and can isolate 
application environments from other applications as well 
as from the host and, which facilitates the deployment of 
applications, and will enable the development of more 
agile and flexible substations. Virtualization of substation 
protection functionalities is analyzed in [8], where various 
possible approaches to develop virtual protection relays 
are identified, such as a straightforward approach based on 
directly porting a complete IED into a VM, or an 
alternative approach where common modules are 
consolidated to a separate VM. Container technology may 
be also applied to differentiate between protection 
functions in the virtual IED and take advantage of its 
scaling and portability characteristics. However, when 

applied in substation automation, virtualization faces new 
challenges in comparison to cloud environments, such as 
limited compute, storage and network resources, mixed 
criticality of applications, as well as real-time and high 
availability requirements of protection and control 
functions [9]. A critical challenge in virtualization of 
protection is guaranteeing real-time performance, which 
can be affected by different factors and is directly related 
to the scalability of virtualized protection and control 
solutions, i.e. the maximum number of IEDs that can be 
virtualized on the same computing platform, without 
affecting correct operation. In [8], results of preliminary 
tests of virtualized protection in VMs show a variation in 
the response time of overcurrent protection under 
different hardware allocation to VMs and fault 
magnitude. In addition, real-time performance of a 
protection and control application running in virtual 
machines and containers is evaluated in [10], being 
concluded that primary causes of timing errors were poor 
resource isolation and virtual network delays. 
 
In a virtualized protection and control system, 
communication between virtualized applications relies on 
a virtual network. The influence of networking across 
Docker containers in real-time automation systems is 
investigated in [11] to determine whether communication 
between Docker containers, running on the same or 
different hosts, can be achieved within deadlines required 
by real time applications. The tests carried out using 
several Docker-supported software networking solutions 
(Host, Bridge and MACvlan) and a hardware-assisted 
solution (SR-IOV) under various workloads revealed 
some differences between them in terms of network 
latency and missed packets. 
 
In the literature, different approaches are considered to 
emulate the network traffic in virtualized substation 
applications. A first approach is the use of an application 
that generates the different types of messages in a 
substation. This approach was applied in [6], where a 
laboratory virtual environment with 13 virtual machines 
to analyze the performance of virtualization of power 
system protection is described. Authors used Triangle 
MicroWorks 61850 Test Suite for running multiple IEC 
61850 servers and clients on a single physical server, as 
well as for the generation and traffic simulation of 
GOOSE and SV packets. The research was later extended 
in [12] to consider 171 virtual machines running on three 
physical servers under Windows and Linux operating 
systems using the libIEC-61850 open source library. The 
developed platform was also tested with a physical 
merging unit sending sampled values to a virtualized 
overcurrent protection with the GOOSE publisher service 
implemented. In [13], authors emulate a virtual 
centralized protection and control system workload, 
using MGEN network test tool for the simulation of 
multicast packets with size and arrival rate similar to 
GOOSE and SV messaging. A different approach to 
these studies is used in [14], where authors consider the 
coupling of power grid simulation and virtualization of 
network infrastructure. A reduced circuit is simulated 
using HYPERSIM real-time simulation system, and a 
virtualized network including a simplified overvoltage 
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protection (PTOV) is set up via Containernet, using open 
source library libIEC61850 as interface. An advantage of 
this approach is the connection between energy and 
communication systems, which enables mapping the 
dependencies between them, providing online data for the 
development and testing of substation process-level 
analysis algorithms.  
 
4. A case study of virtualization of protection 

and control IEDs 
 
In this section, a simple case study of substation 
virtualization under Docker is described, that considers the 
coupling between the power and the communication 
systems to analyze the influence of the number of virtual 
IEDs in the data traffic of an IEC 61850 substation. The 
case study is based on an application available in a public 
repository [15], which simulates the operation of a simple 
substation with various IEDs using the open library 
libIEC61850. Although the application is not designed to 
run in real time, it provides some insight about the 
behavior of virtual IEDs in an IEC 61850 substation. A 
simplified one-line diagram of the substation is shown in 
Figure 5. 
 

 
Fig.5.Simplified one line diagram 

 
An SCD configuration file of the substation includes the 
information of substation primary equipment, IEDs and 
communication network. There are four IEDs in the 
substation: a circuit breaker (IED1_XCBR), a temporary 
overcurrent protection (IED2_PTOC) and two merging 
units (IED3_SMV, IED4_SMV) at the low and high 
voltage sides of the power transformer. The overcurrent 
protection is fed with sampled values from the merging 
unit and activates a protection trip conditioning (PTRC) 
logical node at the same logical device, publishing a 
GOOSE message with a trip command. The logical node 
XCBR is subscribed to GOOSE messaging from PTRC 
and updates its state after receiving a trip command. The 
application uses Docker, a tool for the automation and 
deployment of applications in lightweight containers, to 
create and run six Docker containers corresponding to the 
four IEDs, to the IEC61850 python based client and to the 
primary process simulator for the circuit simulation. 
Container networking refers to the ability for containers to 
connect and communicate with each other, and is 
configured in the application as “bridge”, which lets 
containers connected to the same bridge network 

communicate, while providing isolation from containers 
that are not connected to that bridge network [16]. In 
addition, the application includes a graphical interface to 
browse the model and control the simulation. It has been 
used to modify a resistive load in order to create an 
overcurrent condition and cause the operation of the 
overcurrent protection, as shown in Figure 6, where 
current signals at both sides of transformer T1 are 
represented. 
 

 
Fig.6. Transformer HV and LV current signals 

 
The effect of virtualization on network traffic has been 
analyzed by means of Wireshark software, which 
required to modify the application to include a new 
Docker container in order to execute Wireshark in the 
same virtual environment (Figures 7 and 8).  
 

 
Fig.7. Docker containers 

 

 
Fig.8. Capture of GOOSE and SMV messages with Wireshark 

 
Figures 9 and 10 show periodic GOOSE messaging from 
IED1_XCBR and SMV messaging from IED3_SMV, 
respectively, in the base case under normal condition, as 
captured by Wireshark. 
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Fig.9.GOOSE messages from IED1_XCBR and IED2_PTOC in 

the base case, under normal condition 
 

 
Fig.10.SMV messages from IED3_SMV in the base case, under 

normal condition 
 
A case study was developed to evaluate the influence of 
virtualization scalability in an IEC 61850 substation. With 
this purpose, the IEC 61850 SCD configuration file of the 
substation was modified to include a higher number of 
IEDs. In particular, the number of IEDs publishing SMV 
messages was increased to boost the network traffic and 
the consumption of hardware resources by virtualization 
(Figure 11). Figure 12 shows an example of the network 
traffic obtained using Wireshark, when 1 and 7 new 
additional IEDs sending SMV were included, under 
normal operation condition. As it is shown, when the 
number of SMV publishers increases the network traffic 
rises significantly, in comparison to the base case. 
 

 
Fig.11. Resource usage by Docker containers 

 

 
Fig.12.Increase in SMV network traffic in the base case (red) and 

in the case study (blue), under normal operation condition 

The occurrence of an overcurrent event produces the 
activation of the overcurrent protection (IED2_PTOC) 
and the operation of the circuit-breaker (IED1_XCBR). 
IED1_XCBR is subscribed to GOOSE messages 
published by the PTRC logical node of IED2_PTOC 
when temporary overcurrent function of PTOC logical 
node is activated, and GOOSE communication between 
both IEDs was analyzed with Wireshark to evaluate the 
time operation after a fault. The value of parameters 
sqNum (sequence number) and stNum (state number) 
was monitored, as for every GOOSE message published, 
sqNum is incremented by one, while stNum is updated 
with an event. Figure 13 shows two captures of 
Wireshark corresponding to two consecutive GOOSE 
packets from IED2_PTOC. As it is shown, stNum 
changes from 1 to 2, while sqNum is initialized to 0, 
which means the operation of protection and the 
publication of the corresponding trip message The delay 
due to communication can be calculated as the difference 
between the instants of operation of the protection and of 
opening of the circuit breaker. 
 

 
 

Fig.13.Identification of operation time with Wireshark 
 
The communication delay was calculated in three 
scenarios with different number of IEDs (A: base case 
with 4 IEDs, B: case study with 1 additional IED, C: case 
study with 7 additional IEDs) for different overcurrent 
conditions. Results obtained in different tests are shown 
in Figure 14, where a significant increase is observed in 
the scenario C with 11 IEDs. In scenario A, an average 
communication delay of 37 ms was obtained, which 
increased around 3 ms in scenario B and 44 ms in 
scenario C. As a result, performance requirements of the 
most critical transfer time classes TT4, TT5 and TT6 of 
IEC 61850 would not be fulfilled when increasing the 
number of virtualized devices. 
 

 
Fig.14.Operation time in scenarios A, B and C 
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In addition, the use of Wireshark tool allowed to identify 
an increase in the amount of SMV messages in network 
traffic (Figures 15 to 17) in scenarios B and C, in 
comparison to scenario A, but also a decrease in the 
frequency of SMV publishing. 
 

 
Fig.15. SMV messages in scenario A 

 

 
Fig.16. SMV messages in scenario B 

 

 
Fig.17. SMV messages in scenario C 

 
5. Conclusion 
 
Virtualization of protection and control functions means a 
paradigm shift in SAS. Performance of virtualization of 
IEDs is analyzed through the evaluation of network traffic. 
In this paper, the effect on network traffic of virtualization 
has been analyzed using a public application for the 
simulation of a simplified IEC 61850 substation. A case 
study with different number of virtual IEDs publishing 
SMV messages to modify network traffic was used to 
evaluate the effect on the tripping time under fault. 
Simulation results showed a higher delay in the publication 
of SMV and a higher latency in the tripping time when 
more virtual IEDs were included in the case study. 
Although the application is not developed for real-time 
simulation, it has allowed identifying latency issues due to 
virtualization of IEDs that can affect scalability in real 
substations.  
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