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Abstract. The Indirect Field-Oriented Control technique 

has been in use since the 1960s, with some innovations 

added to the basic original setting. Although variable-speed 

drive technology has evolved considerably, basic 

assumptions remain in place. This paper deals with the 

problem of sensing the mechanical speed using optical 

devices. This aspect has not been considered in previous 

works. To focus the contribution, finite-state model 

predictive control is used in this paper for stator current 

control. The outer (speed) loop considers PI control as is 

usually the case. The experimental results presented here 

show the need for new tuning methods. 
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1. Introduction

Indirect Field Oriented Control (IFOC) is, as of today, a 

popular method for Induction Motor (IM) speed control 

which is used not only in academia but also in industrial 

applications under various denominations such as vector 

control. The method typically uses PI controllers for the 

speed loop and the inner current loops. More recently, 

proposals such as Finite State Model Predictive Control 

(FSMPC) replace inner loops with a model-based method 

capable of performing direct digital control of the voltage 

source inverter (VSI) as in [1]. In this way, the Pulse Width 

Modulation (PWM) stage can be eliminated with an 

increase in the system performance as reported in [2]. 

Regarding PI tuning for IFOC, influential works of the 

1990s and early 2000s provide tuning methods where 

global stability is guaranteed under some, not quite 

stringent, requirement of knowing the rotor time constant 

of the IM [3]–[6]. At the core of these methods, a dynamic 

model of the current-fed IM is used. Often, the models used 

do not consider some practical issues. Among these, one 

can encounter nonlinearities in the IM dynamics, 

VSI+modulation behavior, and aspects derived from the 

use of a Digital Signal Processor (DSP) for the PI+IFOC 

algorithms. 

In the following 20 years, some papers have appeared that 

expand the previous works in various manners. Most of the 

efforts have concentrated on sensorless operation, 

estimation of the rotor time constant, extension of the PI 

with operating-point based scheduling and/or adaptivity, 

fault-tolerant capabilities, and finally tuning methods based 

on extensive simulation/experimentation. Also, many 

contending technologies have been proposed to replace the 

speed PI. Despite all of this, conventional PI control is still 

reported as competitive due to its simple implementation 

compared to nonlinear control [7]–[8], adaptive control [9]–

[10], robust control [11], and some exotic fuzzy and/or 

neural approaches [12]–[13]. The experimental approach 

has been used for PI tuning as a means of coping with the 

lack of theoretical models to analyze the above cited 

practical aspects and their influence on complex figures of 

merit such as the Integral Time-multiplied Absolute Error 

(ITAE). For example, the work in [14] uses metaheuristic 

optimization algorithms for optimal tuning of the PI. 

In addition to the above, in recent years, more complex 

drives have been the subject of research. These use 

machines other than conventional three-phase IM and/or 

converters other than the two-level three-phase one [15]. 

Many new systems include multiphase IM, multilevel VSI, 

and others [16]. The multiphase case is especially 

interesting for this study as the overall structure of the 

controller is IFOC-like. The tuning of the inner-loop PIs is 

more complex due to the interaction among phases. In 

particular, the existence (in multiphase IM stator currents) 

of a torque producing plane (α−β) and various harmonic 

planes (xj−yj with j≥1) makes the control design more 

challenging. For instance, modulation schemes for 6 and 5-

phase drives have little to do with each other, yet predictive 

controllers have the same structure for both. Also, 

multiphase drives require at least four PI controllers for the 

PWM method and just one predictive controller for 

FSMPC. So, FSMPC has made the problem more tractable 

but at the cost of increased computational needs [17]. These 

needs are nowadays covered by modern DSP, especially 

with the very recent advent of non-iterative solutions [18]. 

Also, the FSMPC method is becoming popular for its 

flexibility. For example, modulation variants that are 

impossible with PWM can be used with FSMPC [19]–[20], 

the mechanical load characteristics can be considered with 
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ease [21], and fault tolerance capabilities are better utilized 

[22]. On the other hand, simple tuning rules are no longer 

applicable [23]–[24]. 

 

In this context, the authors believe that some particular 

aspects derived from the DSP implementation of IFOC-like 

methods must be investigated. Note that this question has 

been raised in the past. For example, [6] was concerned 

about “...technological effects of sampling and PWM 

synthesis in the implementation of the control law”. In this 

context, the work in [25] relies on a better predictive model 

that includes digital control and PWM delays. The time 

delays are accounted for by reference augmentation 

obtained through an integrator. However, the PI tuning is 

not considered. In this paper, the PWM is replaced by a 

predictive approach that features a higher bandwidth 

compared to PWM. Regarding sampling, this paper 

considers the velocity estimation problem [26]. The 

present-day device and the common method for velocity 

estimation are considered, and their relationship with PI 

tuning is exposed by means of experimentation. Note that 

velocity estimation directly affects the speed regulation 

loop and indirectly the inner loop, as measured speed is 

used in the calculation of the flux angle [27] and the 

predictive model coefficients [1]. Since this paper is 

focused on experimentation, a particular IFOC-like 

structure must be considered. This corresponds to a 5-phase 

IM where the inner control loop is performed using 

FSMPC. 

 

2. IFOC Structure used in the Experiments 

 

In the indirect field-oriented control scheme, flux and 

torque are independently regulated. The flux current set 

point 𝑖𝑑
∗  is set to magnetize the motor whereas quadrature 

current 𝑖𝑞
∗  is used to manipulate the produced torque. The 

PI in the velocity feedback loop is responsible for 

generating 𝑖𝑞
∗  to drive the mechanical speed control error to 

zero. 

 

𝑖𝑞
∗ = 𝑘𝑝  ·  𝑒 +  𝑘𝑖 · ∫ 𝑒(𝜏)𝑑𝜏

∞

0
 (1) 

 

where 𝑒 = 𝜔∗ −𝜔𝑚 is the velocity error or difference 

between the speed set point (𝜔∗) and the measurement of 

the mechanical speed (𝜔𝑚). 

 

Once the set points in the d−q coordinates are known, they 

are projected to the α−β space using the Park 

transformation, obtaining a reference for the stator current 

in α−β plane as 𝐼𝛼−𝛽
∗ = D(𝑖𝑑

∗ , 𝑖𝑞
∗)
𝑇
, where matrix D is given 

by 

 

D=(
cosθe sinθe
-sinθe cosθe

) (2) 

 

The flux position 𝜃𝑒 is estimated as 𝜃𝑒 = ∫𝜔𝑒 𝑑𝑡, where 

𝜔𝑒 = 𝜔𝑠𝑙 + 𝑃 ∙ 𝜔𝑚, being 𝑃 the number of pairs of poles 

of the IM and the slip frequency: 

 

𝜔𝑠𝑙 =
𝑖𝑞
∗

𝑖𝑑
∗ ∙

1

�̂�𝑟
 (3) 

 

where �̂�𝑟 is an estimation of the rotor time constant 
𝐿𝑟

𝑅𝑟
, 

being 𝐿𝑟 and 𝑅𝑟 the inductance and the resistance of the 

rotor, respectively. As a result, the set point for stator 

current tracking 𝑖∗(𝑘) has an amplitude 𝐼∗ = √𝑖𝑑
∗ 2 + 𝑖𝑞

∗2. 

Finally, the stator current references can be expressed as 

𝑖𝛼
∗ (𝑡) = 𝐼∗𝑠𝑖𝑛𝜔𝑒𝑡, 𝑖𝛽

∗(𝑡) = 𝐼∗𝑐𝑜𝑠𝜔𝑒𝑡, 𝑖𝑥
∗(𝑡) = 0, 𝑖𝑦

∗(𝑡) =

0. Note that a distributed winding multiphase IM is 

considered. 

 

A. FSMPC Control of a 5-phase IM 

 

The inner loop of an IFOC scheme is responsible for 

producing stator currents in α−β that follow their references 

and, at the same time, maintaining x−y currents close to 

zero, as they do not produce torque but contribute to losses. 

This task can be accomplished using the FSMPC strategy. 

A model of the IM is needed to predict the IM behavior for 

each possible VSI configuration. Using the vector space 

decomposition, the 5-phase stator currents are projected in 

the energy conversion plane (α−β), the harmonic plane 

(x−y) and the homopolar component z, resulting in 

equations relating stator voltages, 𝑣𝑠(𝑡), stator and rotor 

currents, 𝑖𝑠(𝑡) and 𝑖𝑟(𝑡), fluxes, 𝜓𝑠(𝑡) and 𝜓𝑟(𝑡), and rotor 

electrical angular speed 𝜔𝑟(𝑡) = 𝑃 ∙ 𝜔𝑚(𝑡) as follows: 

 
𝑣𝛼𝛽𝑠(𝑡) = 𝑅𝑠 𝑖𝛼𝛽𝑠(𝑡) + 𝑝𝜓𝛼𝛽𝑠(𝑡)

0 = 𝑅𝑟 𝑖𝛼𝛽𝑟(𝑡) + 𝑝𝜓𝛼𝛽𝑟(𝑡) − 𝑗𝜔𝑟(𝑡)𝜓𝛼𝛽𝑟(𝑡)

𝜓𝛼𝛽𝑠(𝑡) = 𝐿𝑠 𝑖𝛼𝛽𝑠(𝑡) + 𝐿𝑚 𝑖𝛼𝛽𝑟(𝑡)

𝜓𝛼𝛽𝑟(𝑡) = 𝐿𝑚 𝑖𝛼𝛽𝑠(𝑡) + 𝐿𝑟 𝑖𝛼𝛽𝑟(𝑡)

𝑣𝑥𝑦𝑧𝑠(𝑡) = 𝑅𝑠 𝑖𝑥𝑦𝑧𝑠(𝑡) + 𝑝𝜓𝑥𝑦𝑧𝑠(𝑡)

𝜓𝑥𝑦𝑧𝑠(𝑡) = 𝐿𝑙𝑠  𝑖𝑥𝑦𝑧𝑠(𝑡)

 (4) 

 

where 𝑝 is the derivative operator, and the following 

machine parameters are used: resistances 𝑅𝑠, 𝑅𝑟, 
inductances 𝐿𝑠, 𝐿𝑟, leakage inductance 𝐿𝑙𝑠 and mutual 

inductance 𝐿𝑚. Sub-index s stands for stator and r for rotor. 

Stator voltages are produced by VSI according to the gating 

signals Kj for the VSI legs j=1, ..., 5 accommodated in 

u=(K1, ..., K5) ∈ B5 with B={0,1}. The resulting voltages 

𝑣𝛼𝛽𝑥𝑦𝑧𝑠 are 

 

𝑣𝛼𝛽𝑥𝑦𝑧𝑠 = (𝑣𝛼𝑠, 𝑣𝛽𝑠, 𝑣𝑥𝑠 , 𝑣𝑦𝑠, 𝑣𝑧𝑠) =
2

25
𝑉𝐷𝐶𝐓𝐌𝑢 (5) 

 

where 𝑉𝐷𝐶 is the DC link voltage, T is a connectivity matrix 

that keeps invariant the original values of the electrical 

variables after the transformation but not the total powers, 

and M is a coordinate transformation matrix accounting for 

the spatial distribution of machine windings. 

 

𝐓𝐌 =

(

 
 

𝑑 𝛾1
𝑐 𝛾2

𝑐 𝛾3
𝑐 𝛾4

𝑐

0 𝛾1
𝑠 𝛾2

𝑠 𝛾3
𝑠 𝛾4

𝑠

𝑑 𝛾2
𝑐 𝛾4

𝑐 𝛾6
𝑐 𝛾8

𝑐

0 𝛾2
𝑠 𝛾4

𝑠 𝛾6
𝑠 𝛾8

𝑠

𝑐 𝑐 𝑐 𝑐 𝑐 )

 
 

(

 
 

𝑎 𝑏 𝑏 𝑏 𝑏
𝑏 𝑎 𝑏 𝑏 𝑏
𝑏 𝑏 𝑎 𝑏 𝑏
𝑏 𝑏 𝑏 𝑎 𝑏
𝑏 𝑏 𝑏 𝑏 𝑎)

 
 

 (6) 

 

The coefficients used are: 𝑎 = 4, 𝑏 = −1, 𝑐 = 1/2, 𝑑 = 1, 

𝛾ℎ
𝑐 = 𝑐𝑜𝑠ℎ𝜗, 𝛾ℎ

𝑠 = 𝑠𝑖𝑛ℎ𝜗, 𝜗 = 2𝜋/5 for the five phase IM. 

The actual values of the electrical parameters 
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corresponding to the machine used in the experiments are 

given in Table I. 

 
Table I. - Parameters of the five-phase IM 

Parameter Value Unit 

Stator resistance, 𝑅𝑠 12.85 Ω 

Rotor resistance, 𝑅𝑟 4.80 Ω 

Stator leakage inductance, 𝐿𝑙𝑠 79.93 mH 

Rotor leakage inductance, 𝐿𝑙𝑟  79.93 mH 

Mutual inductance, 𝐿𝑚 681.7 mH 

Rotational inertia, 𝐽𝑚 0.02 kg m2 

Number of pairs of poles, P 3 - 

 

In discrete time k, the control action 𝑢(𝑘 + 1) is computed 

minimizing a cost function 𝐽. The cost function penalizes 

the stator currents tracking error as 𝐽 = ‖𝑖∗(𝑘 + 2) −
𝑖̂(𝑘 + 2)‖2, where 𝑖̂(𝑘 + 2) are the predicted currents. Note 

the one sampling period delay due to computations. 

 

The developed electrical torque is derived from the actual 

values of the direct and quadrature stator currents as 

 

𝑇𝑒 =
5

2
𝑃

𝐿𝑚
2

𝐿𝑙𝑟+𝐿𝑚
∙ 𝑖𝑑𝑖𝑞  (7) 

 

B. Mechanical speed estimation 

 

In many applications, the mechanical speed is obtained 

from an optical sensor that provides a train of pulses as the 

axis rotates. Typical optical devices can produce a few 

thousand pulses per revolution (ppr). Additionally, DSP 

often provides routines for encoder pulse treatment, such as 

the eQEP module of the TMS320F28335. This peripheral 

obtains the quadrature pulses from which it infers the 

rotation direction and the number of pulses arriving. The 

conventional method for speed estimation uses the pulse 

count for a certain time period 𝑇𝜔. A fixed-time interruption 

of the eQEP is used to ensure a constant 𝑇𝜔 value. The 

number of pulses that arrive since the last interruption 𝑄𝜔 

is then used to estimate the angular velocity as 

 

𝜔𝑒 = 𝐾𝜃
𝑄𝜔

𝑇𝜔
 (8) 

 

where 𝐾𝜃(rad/ppr) is a parameter of the optical sensor. It is 

computed as the ratio 2𝜋/𝑃𝑟 , where 𝑃𝑟  is the number of 

pulses per revolution. In the experiments, a 

GHM510296R/2500 encoder is used, providing 𝑃𝑟 =
104 ppr. 

 

The conventional method provides reasonable speed 

estimates except in the low-speed range, where 𝑄𝜔 does not 

represent a good average. In this case an erratic behavior of 

the estimated speed is observed as analyzed in [26]. Longer 

values for 𝑇𝜔 would be required, but this makes the 

estimation to lag behind the actual speed, so a trade-off 

solution must be established. 

 

In addition to the conventional method, there are others, 

more sophisticate, that seek to eliminate the above 

problems, as in [28]. However, these are not commonly 

found. At any rate, and for the purposes of this paper, the 

conventional method is a good starting point. 

 

 
 

A model for the speed measurement process can be 

estimated from (8) considering that the arrival times of 

pulses is linked to the actual speed. In practice the simple 

model 𝜔𝑒(𝑡) = 𝜔(𝑡 − 𝑇𝜔) is found to provide a good 

match. This model neglects steady state deviations of speed 

measurements and treats the measurement process as a time 

delay. Figure 1 shows a simulation of the method using 

fixed-time interruption with 𝑇𝜔 = 3 ms, which is a value 

commonly found. In said Fig. 1, the actual speed has been 

set to follow a sinusoidal trajectory around a base value of 

50 rad/s. Measurements are taken at the FSMPC sample 

rate asynchronously with the EQEP interruption. It can be 

appreciated that the 𝜔𝑒 values are updated at intervals of 

𝑇𝜔 = 3 ms. 

 

C. Other experimental issues 

 

In addition to the mechanical speed estimation problem, 

IFOC-like structures must face other problems. Among 

this, one can encounter: 

• Intrinsic nonlinearities in the system such as 

saturation of currents. 

• Delays due to modulation. 

• Detuning of IFOC due to parameter excursions. 

 

These phenomena are present in experimentation, and PI 

tuning must cope with them. 

 

3. Experiments 

 

The PI tuning is assessed in this section by means of tests 

in the experimental setup described below. 

 

A. Laboratory Setup 

 

The laboratory arrangement depicted in Fig. 2 is used. A 

five-phase motor with parameters shown in Table I is 

powered by a five-phase VSI constructed from two three-

phase SEMIKRON SKS 22F modules. A 300V DC power 

supply is used in the DC-link. The control programs run on 

a MSK28335 board housing a TMS320F28335 DSP. Hall 

effect sensors (LH25-NP) are used to measure the stator 

phase currents. Last, a DC motor is used sharing the same 

shaft as the IM to provide an opposing torque load (𝑇𝐿) for 

the tests. 

 

 
Fig. 1. Mechanical speed and its estimation using the 

conventional method with 𝑻𝝎 = 𝟑 ms. 
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Table II. - PI Tunings Used in the Experiments 

 

 PI Gains Ideal performance 

ID 𝑘𝑝 · 10
3 𝑘𝑖 · 10

5 PO (%) Tr (s) 

T1 80 70 4.4 0.149 

T2 72 16 7.7 0.151 

 
Table III. - Experimental Results 

 

ID PO (%) Tr (s) RT (Nm) ITAE 

T1 4.21 0.171 0.0281 540 

T2 6.57 0.174 0.0278 25 

T2d 6.02 0.250 0.0254 55 

 

B. PI Tuning 

 

According to [6], the PI tuning for IFOC can be performed 

by placing the closed loop poles, from which the 

coefficients of a degree-two Hurwitz polynomial can be 

determined. Said coefficients are linked to the 𝑘𝑝 and 𝑘𝑖 PI 

gains. In principle, and for a wide range of detuned systems 

(i.e. values of ƙ =
𝜏𝑟

�̂�𝑟
 other than 1), the closed loop damping 

and natural frequency can be obtained by PI tuning using 

some equations (see eq. (11) in [29]). 

 

The PI gains used in the experiments and their expected 

performance are provided in Table II, where PO is the 

percentage overshoot and Tr is the rise time for a step test. 

T1 tuning is the theoretical tuning to obtain a small 

overshoot and acceptable rise time (these values are 

application dependent, of course). Note that this tuning 

does not consider effects such as the mechanical speed 

estimation process. The T2 tuning is more conservative, 

providing diminished performance (although still 

acceptable for many applications). 

 

C. Obtained results 

 

The experimental setup is now used to obtain the actual 

performance of the considered PI tunings. Experiments  
 

 
 

consist of step tests, starting with zero speed. The final 

value for the reference speed is 500 rpm. For these 

experiments, the PO and Tr are recorded. 

 

Two more figures of merit are added. The first one is the 

torque ripple, defined as 

 

𝑅𝑇 = √
1

𝑁
∑ (𝑇∗(𝑘) − 𝑇(𝑘))2𝑁
𝑘=1  (9) 

 

where the reference value 𝑇∗ is obtained from (7) using the 

reference values for stator currents. The torque ripple must 

be kept within limits as it can produce damage to the drive 

in the long run. 

 

The second added figure of merit is the ITAE, defined for 

discrete time as 

 

𝐼𝑇𝐴𝐸 =
1

𝑁
∑

‖𝜔∗(𝑘)−𝜔(𝑘)‖

𝜔∗(𝑘)
𝑁
𝑘=1 𝑘 (10) 

 

The first tuning (T1) produces the results shown in Fig. 3 

and in Table III. It can be seen that the performance has 

degraded relative to the expected values presented in Table 

II. More importantly, the behavior of the speed is too 

oscillatory, showing poor damping. Alternate tuning is 

found by simply reducing the PI gains. This produces 

tuning T2, whose performance is shown in Fig. 4. With this 

tuning, the closed loop response is more adequate, without 

the persisting oscillations of the previous case. As a result, 

the ITAE value is much lower. However, this comes at the 

price of another degradation of the merit figures, as shown 

in Table III. Finally, the entry marked T2d represents the 

tuning T2, but for a purposely detuned system in which 

ƙ=1.45. For this experiment, the DSP program realizing the 

PI, IFOC and FSMPC computations are given detuned 

values of 𝑅𝑟 and 𝐿𝑚. As a result, the response to the step  
 

 
Fig. 2. Diagram and photographs of the laboratory setup used 

in the experiments. 

 

 
Fig. 3. Trajectories of speed (top) and torque (bottom) for a 

step test using tuning T1. 
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test degrades, as can be seen in Fig. 5 and Table III. Rise 

time and ITAE are the most affected figures of merit. 

 

4. Conclusion 
 

The effect of speed measurement on PI tuning has been 

explored. The main result is that, coupled with rotor time 

constant detuning, the measurement process degrades the 

expected performance. In particular, the ITAE is seriously 

affected, prompting for a reevaluation of the models and 

methods used for PI tuning. 
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