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Abstract. This work focuses on prediction of solar 
irradiation during the day. In order to predict half hourly solar 
irradiation during the day an artificial neural network is applied. 
The artificial neural network was trained using error 
backpropagation learning rule. Meteorological data measured 
during three years were used to form learning patterns. The 
trained artificial neural network was tested with different 
patterns. Some of them were new while the others were used in 
the training procedure. The comparison of measured and by the 
artificial neural network predicted daily distribution of solar 
irradiation shows a very good agreement for the clear days.  
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1. Introduction 
 
Solar irradiation is a very important data for engineers 
who can, based on this data, define the incline and 
necessary number of solar modules for required power of 
the solar power plant. Measurement of meteorological 
parameters such as temperature, global irradiance, 
relative air pressure etc. in Slovenia is performed in the 
scope of Environmental Agency of the Republic of 
Slovenia (ARSO) in 22 point. In the cases, when the 
measurements of solar irradiation cannot be performed, it 
can be predicted by different solar models. In this way a 
good estimation of solar potential can be obtained. 

Artificial neural network is an appropriate tool for 
solving real problems in the cases where classical 
methods are insufficient. The meteorological parameters 
are important parameters for indicating the amount of 
available solar irradiation. In this work an artificial neural 
networks is applied to predict daily distribution of solar 
irradiation considering extraterrestrial irradiation and 
meteorological parameters.  

There exist many articles where artificial neural 
network is applied to predict average daily solar 
irradiation [1]-[5]. Only a few of them, [6] and [7], are 
focused on solar irradiation in discrete, one hour long, 
time intervals during the day.  

 
In this work five different parameters such as 
extraterrestrial solar irradiation on a horizontal surface, 
solar zenithal angle, day in the year, temperature, and 
relative air pressure, given in a half hour long time 
intervals, are used as input for artificial neural network, 
which is applied to predict daily distribution of solar 
irradiation. The results presented in the paper are given 
for the town Maribor in Slovenia. For training of the 
artificial neural network measured meteorological data 
for clear days between January 1st 2005 and March 31st 
2008 are used. They are provided by ARSO. The 
comparison of measured and predicted daily distribution 
of solar irradiation shows a good agreement for clear 
days. However, some more work is needed to get 
acceptable agreement between measured and predicted 
daily distribution of solar irradiation for cloudy days. 
 
2.  Data collection 
 
For training the artificial neural network, data like 
extraterrestrial solar irradiation, solar angle, temperature, 
relative air pressure and global irradiance are required. 
The first two are obtained by numerically while the last 
three are measured data provided by ARSO. 
 
2.1 Calculation of extraterrestrial solar irradiation 

on a horizontal surface and solar angle 
 
The extraterrestrial solar irradiation on a horizontal 

surface H was calculated by (1):  
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where I0 is the solar constant (I0=1367 W/m2), e is the 
eccentricity correction factor (2),  
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n is the number of the day starting from the first of 
January. The solar zenithal angle α is given by (3), 

https://doi.org/10.24084/repqj07.275 159 RE&PQJ, Vol. 1, No.7, April 2009



 
sin sin sin cos cos coss s sL L hα δ δ= +  (3) 

 
where L is the latitude of the site (for Maribor 
L = 46033'), δs is the solar declination and hs is the hour 
angle. The solar declination and hour angle are given by 
(4) and (5). 
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The extraterrestrial solar irradiation on a horizontal 
surface H and solar zenithal angle α data were collected 
every half hour for every day in the year. 
 
2.2 Meteorological data 
 
Fig. 1 shows the location of Slovenia and position of the 
town Maribor (MB 46°33′ N, 15°38′ E, 274 m). The 
temperature, the relative air pressure and the global 
irradiance for town Maribor, measured by ARSO 
between January 1st 2005 and March 31st 2008 are shown 
in Figs 2, 3 and 4.  

 

 
Fig. 1. Position of town Maribor (MB), Slovenia. 

 

2005 2006 2007 2008
-40

-20

0

20

40

Year

Te
m

pe
ra

tu
re

 [0  C
]

 
Fig. 2. Temperature in Maribor between January 1st 2005 

and March 31st 2008. 
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Fig. 3. Relative air pressure in Maribor between January 
1st 2005 and March 31st 2008. 
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Fig. 4. Global irradiance in Maribor between January 1st 

2005 and March 31st 2008. 
 
The data measured between January 1st 2005 and 
December 31st 2007 were used for training of artificial 
neural network, while data measured in year 2008 were 
used for testing the trained artificial neural network. 
 
3. Neural networks 

 
Neural networks are composed of simple elements 
operating in parallel. These elements are inspired by 
biological nervous systems. As in nature, the network 
function is determined largely by the connections 
between elements. Neural network can be trained to 
perform a particular function by adjusting the values of 
the connections (weights) between elements [8]. 

A neural network can contain several layers of 
neurons. Each layer has the weight matrix W, the bias 
vector b, and the output vector a. Fig. 5 shows how 
weights matrices, output vectors etc. are distinguished 
between themselves, for each of these layers. In Fig. 5 p 
is the vector of R inputs, S is the number of neurons in 
each layer and f is the transfer function. Non-linear 
sigmoid transfer functions f were used. The weight 
matrices connected to inputs are called the input weights 
IW and weight matrices coming from layer outputs are 
called the layer weights LW. The numbers of the layer 
are appended as a superscript to the variable of interest. 
For our case we use three-layer network shown in Fig 5 
with 41 neurons (30 in the first layer, 10 in the second 
layer and 1 in the output layer). 

The artificial neural networks accumulate knowledge 
during training process, while the effectiveness of 
artificial neural network depends on the quality of the 
training procedure. The goal of the training procedure is 
the minimal deviations between the target and calculated 
outputs. In this work the error backpropagation learning 
rule is applied and this rule consists of the following 
sequences [9]: 

 
Step 1: Initialization of all weights and bias with small, 

randomly selected initial values. 
 
Step 2: Calculation of vector output for all input training 

vector according to the equation (6) (Fig. 5.): 
 

a=f3[LW3f2[LW2f1[IW1p+b1]+b2]+b3] (6) 
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Fig. 5. Three layers artificial neural network. 

 
 
Step 3: Calculation of the network error vector and the 

sum squared error for all the input vectors. Stop 
if the sum square error for all training vectors is 
less than the error goal, or if the specified 
maximum number of epochs has been reached, 
otherwise continue. Reverse calculation of 
partial errors with the help of previously 
determined target vector d, and weight changes 
for all neuron layers. 

 
Step 4: Calculation of each layer’s new weight matrix 

and return to step 2. 
 

In this study calculation and meteorological indicators 
have been used for distribution of solar irradiation on 
horizontal surface. If more indicators are used, better 
results in output of the model can be achieved. In this 
work five input parameters and one target parameter were 
used to train the artificial neural network. The input 
parameters were the day in the year, the extraterrestrial 
solar irradiation on a horizontal surface, the solar angle, 
the temperature, and the relative air pressure, while the 
target parameter was measured global irradiance. 

For the training, the data measured in 3 years, 
between January 1st 2005 and December 31st 2007, were 
used. From this period only clear days were selected. In 
the given case, the learning signal was composed of 
74 x 5 patterns (74 clear days with 5 different inputs 
parameters Fig. 6). Figs. 7 and 8 show measured 
temperature and air pressure used in learning patterns 
while Fig. 9 shows target for artificial neural network – 
measured solar global irradiation.  

 

Fig. 6. Three-layer artificial neural network inputs and 
target.  

 
For testing capability of the trained artificial neural 

network, data measured during 3 months in 2008 were 
used. From this period 10 clear days were selected in 
order to perform comparison between measured and by 
the artificial neural network predicted distribution of 
solar irradiation. The results are given in the next section. 

 

0 10 20 30 40 50 60 70
-40

-20

0

20

40
Temperature for clear days

Time [days]

Te
m

pe
ra

tu
re

 [0  C
]

 
Fig. 7. Temperature for clear days between January 1st 

2005 and December 31st 2007. 
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Fig. 8. Relative air pressure for clear between January 1st 

2005 and December 31st 2007. 
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Fig. 9. Global irradiance for clear day between January 

1st 2005 and December 31st 2007. 
 
4. Results 
 
Once the artificial neural network is trained, which 
means that all of weights and bias are set, it can be tested. 
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First of all it can be tested with the patterns which were 
used in the training procedure. Fig. 10 shows measured 
and by the artificial neural network calculated global 
irradiance. 
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Fig. 10. Testing the trained artificial neural network with 

training patterns. 
 
A comparison of measured and by the artificial neural 
network predicted global irradiance is presented point by 
point in Fig. 11. Better agreement of points presented in 
Fig. 11 with the straight line means also better agreement 
between measured and predicted points. 
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Fig. 11. Testing the trained artificial neural network with 

training patterns. 
 
The comparison of the measured and predicted values 
shows that these values are aligned along the straight 
line. Quality of the trained artificial neural network can 
be evaluated only when it is tested also with the patterns 
that were not included in the training procedure. Fig. 12 
shows comparison of measured and predicted global 
irradiance for the patterns that were not used in the 
training procedure. Different presentation of these results 
is shown in Fig.13. 
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Fig. 12. Testing the  trained artificial neural network with 

patterns which were not used in training. 
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Fig. 13. Testing the trained artificial neural network with 

patterns which were not used in training. 
 

 
The comparison of the measured and predicted values 
shows that the artificial neural network is well trained. 
 
5. Conclusions 
 
In this work daily distribution of global solar irradiance 
for clear days is predicted by the artificial neural 
network. The artificial neural network with 30 neurons in 
the first layer, 10 neurons in the second layer and 1 
neuron in the third layer is used. It contains five inputs 
and one output. The inputs are calculated extraterrestrial 
solar irradiation, the day in the year, the solar angle, the 
temperature and the relative air pressure, while the output 
parameter is the global irradiance. For training of the 
artificial neural network measured data acquired in three 
years are used. Daily distribution of the global solar 
irradiance predicted by the trained artificial neural 
network is acceptable for clear days. However, some 
more work is needed to improve predicted daily 
distribution of global solar irradiance for cloudy days. 
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