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Abstract. Increasing share of intermittent renewable energy 

sources has generated several issues for power system operators. 

One aspect of these is the unpredictability of volatile production, 

affecting day-ahead load forecasting on system level, which is a 

major challenge for transmission system operators to solve. The 

literature widely discusses the short- and medium-horizon 

forecasting methods for weather dependent renewable energy 

sources, and proposals have also been raised to solve the issue.  

The aim of present paper is to estimate the effect of solar 

photovoltaic generation on the daily load curve of a national power 

system. To achieve this, current forecasting methods of 

transmission system operators are reviewed and evaluated. Then 

an own forecasting method is designed and implemented, based on 

historical load data from years where share of solar photovoltaics 

was neglectable. A learning algorithm is used for future 

predictions, using installed capacity and weather data. Finally, 

forecasted and actual load curves are compared, and effects of 

solar photovoltaic generation are estimated. 
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1. Introduction 
The electricity has very different attributions than other 

material products. As a special goods it can be stored at 

extra costs. Ideally it should be generated as soon as it is 

demanded. The demand of electric power consumers can be 

described in time with the load curve. In real life the primary 

aim of forecasting is to meet future requirements and reduce 

the cost of unexpected events. For this reason, it is an 

important aim especially on short-term to predict electric 

loads accurately. The uncertainty of predictions comes 

mainly from residual consumers, who have stochastic 

energy consumption. This tendency deepens when entities 

with volatile electricity production appear on the network 

(e.g. photovoltaic panels). In Hungary household-sized 

small power plants are not registered, under 0.5 MW it is 

not needed to have the permission of Hungarian Energy and 

Public Utility Regulatory Authority. Meanwhile half of the 

total solar capacities are planted as household-sized plants 

in 2016 (165.5 MW of 325 MW). [2] This means that even 

2-4% of total electricity demand covered by these entities 

having no schedules. In the previous 4 years the built-in 

capacities doubled year by year. It is seen that if the 

tendency continues, the flexibility of generation system 

won’t able to compensate that. Conventional power plants 

have strict power generating schedules, and the 

uncertainty of photovoltaic technologies make quality 

requirements’ completion more difficult. It is presumed in 

this paper, that regulatory environment won’t change in 

the next years and energy storages won’t appear on the 

electric network.  

Firstly, this paper summarize the method of Hungarian 

TSO’s load forecasting and review short load forecasting 

methods focusing on artificial neural networks. In section 

4. a general overview is published about the trends and 

future challenges in view of grow of built-in photovoltaic 

capacities. The major aim of this paper is to verify the 

effect of photovoltaic generation to daily load curve in 

context of actual low penetration. In Section 5 and 6 an 

own load forecasting method was built using neural 

networks. 
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Fig. 1. Daily load curves by seasons in Hungary 
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2. Hungarian TSO’s load forecasting 
The load curve has every day a well described characteristic 

curve thanks to periodicity of consumer behaviours. This is 

distorted by many seasonal, non-quantifiable and trend 

effects. On Fig. 1., typical load curves of different seasons 

are shown. These have a global minimum at 4 a.m. Then 

comes a steep increase of demand until 12 a.m., where load 

curve usually has a local maximum. This pattern occurs 

again in the evening. This comparison shows well the 

seasonal effects like sunrise and set. Table 1. shows the 

measured peak electricity demand on summer and winter. 

In general, these two seasons occur peak loads because of 

heating/cooling need. As it is seen the daily electricity 

demand has a periodical, well predictable character and 

even peak values are not higher than 10-15% of mean load. 

When the photovoltaic penetration grows, the periodicity 

disappears because of the seasonal effect of solar power 

generation.  

Among many others, the dependency from volatile 

generation can be avoided by transmission system 

operator’s load forecasting system. Operators around the 

world have their own and often unique processes to generate 

day-ahead load curve forecasts as precise as possible. 

However, the general methodology is known among 

professionals, it is only partially published in the literature, 

since it may include sensitive information at times. The 

authors have decided to consult with the professionals at 

MAVIR Hungarian Transmission System Operator 

company (hereinafter referred to as MAVIR), to become 

familiar with their current operations in this field. 

Regulations of MAVIR prescribe that error of day-ahead 

load curve forecast has to stay below 5%. To achieve this, 

the forecasting is prepared according to a two-step process, 

where: 

• the first step is to define characteristic values of the 

day (e.g. morning off-peak load, noon and evening 

peak loads), based on personal intuition of the 

operators 

• the second step is to finalise the shape of the load 

curve, using historical data of similar days 

The process is repeated in a successive-approximation 

iteration, which largely builds on the competence of the 

personnel, and the data provided by a software, developed 

by a Hungarian company. Weather data are bought from 

several suppliers, including national (Hungarian 

Meteorological Service) and private (koponyeg.hu, 

idokep.hu) entities. From these weather forecasts, 

temperature, wind chill, luminance and cloud cover are 

considered in the load forecast. When determining the shape 

of the load curve, the operators also consider not 

quantifiable factors, e.g. television broadcasted sport 

events, changes in the law or the simultaneity of good 

weather and a long weekend. 

 
Table 1. Load curve peaks in Hungary 

 

This methodology has been reliably used by MAVIR for 

several decades, and according to personal talks, results 

achieved by the operators could not be bested yet by 

computer-aided methods. Thus, software tools are 

dominantly only used to digitalise the process, and 

decision-making is the responsibility of the operators. The 

above include hidden problems, which are issued from the 

rigidity of the prediction method. Among the Hungarian 

power plants, the number of photovoltaic entities will 

drastically increase in the next years. This process causes 

many problems for MAVIR like decrease of system 

inertia, fluctuation in local electric power quality etc. 

Moreover, the presented load forecasting method largely 

build on the constancy of historical loads. For this reason, 

the load forecast prediction accuracy will expectedly 

decrease. The same process was observed by operators 

between 2008 and 2010. The effect of global financial 

crisis distorted the load curve shape significantly, which 

caused declining forecast accuracy. 

 

3. Classification of load forecasting 

algorithms 
One main aim of the work was to answer the questions, 

whether increasing share of solar photovoltaics already 

has affected the daily load curve – and thus the forecasting 

accuracy. To evaluate this question, an own forecasting 

method was designed and implemented, which uses 

historical load data of the power system from years, where 

solar penetration was at minimal level, thus the forecast 

can be considered free of the errors caused by intermittent 

production. 

Such forecasting methods are widely discussed in the 

literature. [20] In general, load forecasting methods can be 

grouped based on their horizon, as: 

• very short horizon forecasts (1-7 days) 

• short horizon forecasts (1-4 weeks) 

• medium horizon forecast (1-12 months) 

• long horizon forecasts (1-20 years) 

Long horizons are favourable when capacity expansion 

and power plant portfolio plans are developed, and cost-

benefit analysis of future investments is performed. 

Econometrics and regression curves are the most widely 

used methods in this case, while results include peak loads 

and annual consumption. The best use of medium horizon 

forecasts is to plan maintenance works and downtime of 

generation units. Short horizon forecasts are used in daily 

operation and planning of the power system, and play a 

major role in maintaining the balance of generation and 

consumption, even with increasing penetration of 

intermittent resources. 

The tools for short horizon forecasts include statistical, 

learning methods, time series and fuzzy logic. Many times, 

artificial networks solve a regression problem with 

minimization of the cost function. None of the methods is 

proven to be superior, but as computational capacity of 

computers has been increasing, efficiency and spread of 

artificial intelligence-based methods (ANN) is seen. Table 

2. shows the most successful results using multi-layer 

perceptron neural networks (MLP). It is seen, that short 

term load forecasting has many different well-built ANN 

prediction models, which is followed by the authors. 

Year 2008 2009 2010 2011 2012 2013 2014 2015 

Winter 

peak 

[MW] 

6388 6380 6560 6492 6463 6307 6461 6447 

Summer 

peak 

[MW] 

6252 5896 6232 6212 6288 6193 6050 6457 
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Table 2.: Most successful load forecasting methods 

Reference Train method 
Input 

data 
MAPE 

[6] Backpropagation 1 year 1.4…2.8% 

[7] Backpropagation 1 year 2.07% 

[8] Backpropagation 3 years 2.8…6.4% 

[9] Backpropagation 8 weeks 5.45% 

[10] Quasi-Newton 1 year 3.26% 

[11] Backpropagation 1 year 

1.73% 

1.75% 

2.06% 

[12] Backpropagation 2 years 2.7% 

[13] Backpropagation 4,5 years 15…17% 

[14] Backpropagation 30 days 1.2…1.7% 

[15] Backpropagation 4 years 1.7..1.8% 

[16] 
Backpropagation 4 weeks 1.94% 

generic algorithm 4 weeks 0.76% 

[17] 
Levenberg-

Marquardt 
3 years 1.83% 

[18] 
Levenberg-

Marquardt 
1 month 1.24% 

[19] 
Levenberg-

Marquardt 
4 month 3.57% 

 

The suitability of the models is widely described with mean 

average percentage error (MAPE).  

MAPE =
1

N
⋅∑

|bi −mi|

mi

N

i=1

 

where  

N is the number of the predictions 

b is the predicted load value 

m is the measured load value 

 

Even from this indicator cannot deduct complex 

connections between the models, because of the different 

conditions, but gives a general sight. 

The authors have chosen artificial neural networks to design 

the forecasting method, aiming to incorporate several 

factors, like trend effects, seasonal effects, weather effects 

and other special and accidental effects (human activities, 

pricing strategies, etc.). This model is also based on 

Levenberg-Marquardt backpropagation. It is the most 

common ANN optimisation technique, which combines the 

benefits of steepest descent (backpropagation) method and 

Gauss-Newton algorithm. The previous one has a slow 

convergence to the (local) optima, because the constant step 

size does not fit to every function gradient. Gauss-Newton 

can estimate proper step sizes for the directions, but the 

convergent result needs a reasonable quadratic 

approximation of error function. For this reason, 

Levenberg-Marquardt uses steepest descent algorithm until 

quadratic approximation available then change to Gauss-

Newton algorithm. It is traceable on the equation of the 

method [22]: 

wk+1 = wk − (Jk
TJk + μI)−1Jkek 

where 

I is the identity matrix 

µ is a positive number, which express the switching 

between two algorithms 

w is the weight vectors (with k iterations) 

J is Jacobian matrix, which gives the second-order 

error of total error function 

 

When µ is nearly zero, the equation approaches the Gauss-

Newton method otherwise it gives the other one.  

 

4. Future trends of power consumption and 

generation 
 

First of all, it is needed to estimate the trend of the built-in 

solar capacities to have right conclusion about the change 

of load curve. 

Future solar photovoltaic penetration levels were 

determined using historical installed capacities and curve 

fitting. It was presumed, that the predicted photovoltaic 

built-in power expansion follows exponential character, 

and this reason used exponential fitting to predict the trend 

as seen on Fig. 2. The equation of the fitted curve is the 

following: 

y = a ∗ e(b∗x) 
where 

a = 0,8469 

b = 0,620 

The value of mean squared error (MSE) is 7.63, which 

means an average 7.63 MW deviation from data points. In 

the view that 10 values were used for fitting (2007-2016) 

it is an adequate result. The resulted data indicates that if 

current speed of expansion continues, Hungarian 

photovoltaic capacity may reach 1600 MW by the end of 

the decade. Such estimations are not unrealistic, since the 

Hungarian Energy and Public Utility Regulatory 

Authority has issued permissions for 900 MW by the end 

of 2016. The Hungarian daily load curve usually reaches 

its maximum between 5500-6000 MW. In view of that the 

rate of investment is considerable in this sector. The 

expansion is pushed by two processes: global financial 

reasons (e.g. decline of manufacturer prices) and the 

change of the national regulatory environment, which 

guaranteed less favourable return for investors after 2016. 

In the Hungarian energy sector other investments or 

notable changes are not expected and the previous year 

were static too. For this reason, the change of solar 

capacities is well perceptible in context of historical 
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Fig. 2. Short-term estimation of built-in photovoltaic capacities 
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information. Gross peak load of the power system is 

expected to increase 0.8-1.1% per annum; in this case the 

lower value was used for future scenarios. 

To predict the impact of growing solar penetration to load 

curve an ideal model was set. The load curve of a  

household solar entity on a sunny day was scaled with the 

annual solar penetration. On Fig. 3. the impact of 

photovoltaic systems is seen, based on the load curve of a 

sunny summer day of 2016.  

Due to the photovoltaic systems’ effect is observable on 

daytime period, the load curve midday maximum 

disappears. So, the hypothesis is that increasing 

photovoltaic penetration primarily noticeable in the 

disappearing of midday peak of load curve. The problem of 

that it generates a steep gradient run up at 7pm, which can 

cause regulation problems, because conventional plants 

cannot control a steep load gradient change. 

 

5. Architecture of the model 
The artificial neural networks have been widely used as load 

forecasting method especially for short term load 

forecasting. These solutions are usually applied to perform 

non-linear curve fitting as introduced in Section 2. The full 

model was programmed in Matlab environment. Every 

architecture has an input and output layer and hidden 

layer(s). The logical sketch, how prediction process works 

is seen on Fig. 4. The learning algorithm is trained on 

training set. The iterative refresh of neuron weights reaches 

an optimum, where the prediction has a minimum error 

against training set. That mapping structure gives the 

hypothesis. Firstly, it is needed to define a vector for feeding 

input layer. It consists of different variables which influence 

the described process. In this case the estimated load values 

depend on historical loads, hour of day, weather variables 

(wind-speed, radiation, temperature) etc.  

In the defined model the following variables are used: 

temperature, previous loads, day of week, special 

holidays.  

For example, Fig. 5. shows the connection between 

temperature and load. It is seen that trend fitting with 

lowest MSE is a cubical mapping between the two 

variables. Temperature dependent load has a trend 

minimum at 20°C. The source of dataset is an amateur 

weather observer community who publish their private 

stations’ recorded data on amsz.hu. The input database 

covers the whole time from 2012 January to 2017 

September. The inputs have 15 minutes temporal 

resolution respectively. 

The only problem was that the private datasets are allowed 

to export to Excel separately in an 24h interval. For this 

reason, the overall database was generated by VBA-based 

Excel macros which managed the conversion and 

combination of each downloaded tables. 

An additional problem was, that the recorded values had a 

rare than 15 minutes resolution, and also occurred absent  

timetables. For this reason, to get an effective database two 

method was used: 

• rescale the merged records to the adequate 

resolution 

• predict the missing values from existing ones 

First of all the dates were categorized by the following 

logic: 

00:52 < X < 00:08 → 00:00  

00:07 < X < 00:23 → 00:15  

00:22 < X < 00:38 → 00:30  

00:37 < X < 00:53 → 00:45 

where X means the time of original records. This process 

determined the rounding of the corresponding temperature 

records. A simple linear interpolation was used by the 

following: 

y = y1 +
(x − x1)(y2 − y1).

x2 − x1
 

where 

x1 < x < x2 (time variables) 

y1 < y < y2 (temperature) 

These were rounded up and down depending on the certain 

value. For this reason, the mathematical operation between 

2000MW

2500MW

3000MW

3500MW

4000MW

4500MW

5000MW

0 6 12 18 24
Number of hours

2016 2017 2018 2019 2020

Fig. 3. Effect of solar energy production to daily load curve Fig.5. Connection between load and temperature variables 

Fig. 4. Structure of prediction model 

https://doi.org/10.24084/repqj16.462 763 RE&PQJ, Vol.1, No.16, April 2018



the different hours was provided. The rescaling process 

generated a fixed time resolution and revealed missing data 

points. The rescale generated deficit was solved by 

averaging, because the rate of changing is 0.2°C or less in 

the 70% of cases between neighbour values. The longer 

interruptions were completed manually using previous day 

approach. The timeframe of these cases was between 30 

minutes and 24 hours. For this reason, records of a near 

weather station were used for replacement. 

The historical loads come by public database of MAVIR, 

for transmission system operators it is compulsory to 

publish the main trends of system network. The input vector 

of holidays and day of week parameters were defined by 

Matlab built-in ‘dayofweek’ and ‘holidays’ functions.  

The prediction method of the neural network based on a 

multiple regression problem. The general purpose of 

multiple regression is to learn a nonlinear mapping between 

several independent or predictor variables and a dependent 

or criterion variable. This can be described by the following 

equation: 

Y = b0 + b1X1 + b2X2 +⋯+ bpXp 

where 

Y is the criterion variable 

X1through Xpare predictor variables 

b0 called intercept 

b1through bnare partial regression coefficients 

The regression coefficients represent the independent 

contributions of each independent variable to the prediction 

of the dependent variable, which called partial correlation. 

The cost function of the model is defined by the difference 

of regression model and measured data point, which can be 

rated by MAPE. The aim of the neural network is to learn 

mutual mapping between predictor and criterion variables 

on least error. 

The neural network was designed as a feedforward one with 

1 hidden layer and 20 neurons. It has sigmoid hidden neuron 

activation and linear outputs. The training period was 1000 

epochs. Available load curve data were split by 75%, 15%, 

10% for learning, validation and testing, respectively. It 

uses Levenberg-Marquadt optimisation, which algorithm 

appears to be the fastest method for training moderate-sized 

feedforward neural networks. The test set ensure the 

learning environment for the neural network. The validation 

set helps to estimate prediction error of the model selection. 

Finally, the generalization error is measured on the test set 

to avoid overfitting. 

 

6. Model results 
Prediction results are shown on Fig. 6. and Fig. 7., both of 

which are representing the operation of the neural network 

forecasting method, for two periods of September 2017. The 

model was trained on the previous years’ load, when solar 

penetration was negligible. The mean average percentage 

error on the test set was 5.2%, which is the best optimized 

scenario of the model. The algorithm learned well to 

generate load curves in the context of previous loads. The 

days between Tuesday and Friday has the same 

characteristics against weekend loads. For this reason, the 

most effective curve fitting is noted on these days. It can be 

seen, that the biggest differences between forecasted and 

actual data occur during daytime peaks, which cannot be 

only the effect of the robustness of the prediction method. 

The picked and plotted days were mostly dry and sunny 

for having unambiguous effect of photovoltaic energy 

production. All in all it is verified, even actual low 

penetration of solar entities has notable impact to daily 

load curve. 

 
Fig. 6.  Forecasted (orange) and actual (blue) load curves for the 

days of 26-29 September, 2017 
 

 
Fig. 7.  Forecasted (orange) and actual (blue) load curves for the 

days of 19-22 September, 2017 
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