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Abstract. This paper presents the use of an artificial neural 
network for classification on a residence house that uses wind 
and electricity consumption predictions to identify patterns at the 
desired location, in order to obtain a stochastic distribution of the 
daily wind and electricity profile. This is a step on the further 
creation of a short-term operation model that allows determining 
the technical and economic impact of stationary/mobile batteries 
of electric vehicles in presence of microrenewables along with 
the electricity consumption. This short-term operation model will 
be in the day-ahead perfect market operation (unit commitment) 
where specific changes are made to consider stationary and 
mobile operation. 
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1. Introduction 
 
The owners of a household in today society do not know in 
a real-time how much electricity they use. It usually takes 
about three months before the owners receive the bills and 
realize that they used too much electricity. It would be 
comfortable to have more control and overview in real-
time over the electricity consumptions and the cost of a 
house. This could be possible with a system that monitors 
the consumptions, micro generations (i.e., wind and solar) 
and the electricity prices from the grid and then make 
decisions every few minutes (i.e., 10 minutes) to make a 
profit for the household. 
 
This kind of system manages different storage devices i.e. 
a fix battery in the basement and an electric vehicle (EV) 
when it is plugged in for charging. The EV battery should 
be enough charged before the owner head to go to work. 
The system manages and optimizes the energy to make a 

profit for the owner, i.e. minimize the costs or maximize 
the income. 
The idea is to apply this kind of system to multiple 
houses in a certain area. This group of houses can work 
as a mini supplier of electricity to the grid through an 
aggregator (i.e., Energy Box) placed in the area by a 
contractor. The aggregator controls the amount and the 
frequency of energy that enter the grid to avoid overflow 
and blackouts. This kind of mini supplier can enter the 
grid through an aggregator to sell energy during peak 
hours. It may be a problem during the peak hours that 
there is a higher demand than the demand calculated by 
the electricity suppliers. To meet these demands the 
electricity companies need to start new generators which 
could be expensive and takes time. Instead the mini 
suppliers can meet these extra demands on a very short 
notice from their storage devices. This results in less cost 
to the electricity company and a profit for the individual 
household, thus a win-win situation. 
 
Considering the possibility of having energy produced by 
local microrenewables at the residence, and storage 
capacity provided from electric vehicle’s battery, the 
energy box needs to have as an input the forecasted wind 
and solar predictions in order to estimate the electricity 
production during the day, to then decide to sell or buy, 
and charge or discharge the EV’s battery. For the energy 
box we consider a horizon of 24 hours in what the future 
states influence the present decision, so it is necessary to 
forecast the wind profile in that period. In order to do so, 
it is used as an input the local meteorological predictions 
and as output we obtain the discrete probability 
distribution of the wind profile at the desired location. To 
obtain this output it is proposed to use an Artificial 
Neural Network (ANN), a mathematical model that tries 
to simulate the behaviour of biological neural networks, 
such as the human brain. 
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2. Smart house and the microgrid 
architecture 
 

The microgrid architecture (Fig. 1) of the corresponding 
Smart House can be multiple microgrids when a number of 
houses, can be connected to the national main grid (or 
macrogrid), or operate on a disconnected (islanded) mode 
if problems arise from the main grid [1], and reconnected 
once they are solved. It is possible to obtain several 
microgrid configurations that may contain renewable and 
non-renewable energy sources, electrical energy storage 
capacity and remote controlled loads. Several academics 
and researchers investigated these configurations for 
specific locations as in [2, 3]. 
 

 
Fig. 1. The Residential Smart House Aggregator (Energy Box) 
Paradigm. 
 
3. Subsystem description 

 
In this section, the mathematical models along with their 
reference for each subsystem will be presented and 
wherever possible, a comparison between simulated results 
and manufacturer’s data or experimental results will be 
given. The simulation and theoretical study was achieved 
by using Matlab®. 
 
A. Wind system 
The wind turbine converts the kinetic energy of the wind 
into rotational energy and then into electrical energy. The 
definition of a kinetic energy of an object with mass m and 
velocity v is given by (1) 
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The power produced by the wind is given by the energy 
flow rate: 
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as the mass flow rate is given by     
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Inserting equation (2) into equation (3), gives  
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Every wind turbine has a specific power curve due to 
different manufacturing. This indicates that a wind 
turbine cannot extract all the energy from the wind and a 
power coefficient has to be included in the above 
mentioned equation. 
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��� , the air density  

 
� = � ∗ �� ���  , the swept area of the turbine, � is the 
radius.  
 

! �"
# � , the wind speed  

 
�� , the power coefficient.   
 
However there is a theoretical maximum value of the 

power coefficient [4] $% = �&
�' ≈ ). �*, which has been 

calculated by the German physicist Albert Betz in 1919. 
In reality the wind turbines achieves peak values for $% 
in the range of 0.40 to 0.50 (about 68% to 85% of the 
theoretically possible maximum) due to profile loss, tip 
loss and loss due to wake rotation. Also, in high wind 
speed where the turbine is operating at its rated power the 
turbine rotates (pitches) it is blades to lower $% to protect 
itself from damage and in order to determine the 
mechanical power available for the load machine 
(electrical generator, pump). 
 
The wind turbine model Anern 1000L [5] is considered 
in the modeling. This model has a radius of 1.9 �" , cut-

in speed of 3 �"
# � (at this wind speed the turbine start to 

generate energy) and cut-out speed of 18 �"
# � (at this 

wind speed a braking system is employed on the turbine 
to not damage the rotor). Figure Fig.  below demonstrates 
the power curve [4]. 
 

 
Fig. 2. The power curve of Anern 1000L. 
 
Since there is a limit of mechanical and electric 
generation the power curve has the shape shown in figure 
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2 above. Different $% values calculated for different wind 
speeds backward according to the formula below:  
 

$% = +,�-��
).�∗�∗�∗!,�-���     (6)  

 
This is done through a lookup table that has values of the 

power curve for every 0.5	�"# �. The actual wind speed ! 

between 3 and 18	�"# � is rounded to the closest 0.5 value 

(the rounded speed becomes	!��-��) and for every 0.5 
value there is a corresponding power value (+,�-��).  
+,�-��		is set to zero for the wind speed less than 3 and 

more 18 ��. �. Now the output power of Anern 1000L can 

be calculated according to equation (5).  
 
�,�-��,010 = 2,�-�� ∗ �,�-�� , where  (7) 

 
234564 = �, the amount of turbines used here. 
 
 
A. Electricity consumption and prices 
Every house has its daily consumption of electricity and it 
varies from country to country. The house consumption 
varies as well throughout the day and during different 
seasons. Since the study is done in Bilbao, Spain, the 
consumptions are considered for a single household in 
Spain of four people, a couple with two children. 
According to the consumption profile for the year 2010, 
the household consumption is approximately 17.7 KW 
during a day. For this work, a consumption profile for the 
year 2011 is used. The consumption profile is based on the 
electricity consumption for the past few years and 
calculates a consumption coefficient. This is then 
multiplied by the average total consumption for the whole 
year. 
 
It is important for this work to know the electricity prices 
for buying and selling the energy. The prices are 
determined through a contract with the supplier and the 
prices are listed in €/kWh. According to the consumption 
profile for the year 2010, the yearly consumption of the 
household is ca 6470 kW/year. The consumption in this 
case is every 10 minutes, the energy would be 6470 
kW10min/year, given that Energy=power*time. This gives 
ca 1080 kWh/year, however it is normal that the supplier 
gives different prices for kWh depending on how much 
energy every household use. According to the Europe’s 
Energy Portal [6], the energy cost in Spain is 0.2013 
€/kWh for households that use up to 3500 kWh/year 
compared to 0.1839 €/kWh for households that use up to 
7500 [kWh/year]. The electricity supplier usually offers 
different contracts that include variable or fix prices, while 
some suppliers offer a mix of both variable and fix prices. 
 
 As mentioned before, the electricity prices in the Spanish 
market are regulated by RED ELÈCTRICA DE ESPAÑA 
(REE). REE calculates the sell prices for the 24 hours 
ahead bidding market, which are set for every hour. In Fig. 
3 shows the prices for one week of 24 hours ahead bidding 
market. 
 

 
Fig. 3. One week of 24 hours ahead bidding market. 
 
These prices are based on the demand in the market and 
some of the prices are set to zero. This means that there is 
no demand at all, i.e. the market is saturated with energy 
and there is no bidding. Since the prices that REE offers 
are the prices of the next 24 hours, there is no need to 
estimate them. The sell prices (€/W10min) for the year 
2011 are used in this work. A contracted company and 
what type of contract should be chosen to get the buy 
prices. The Iberdrola electric utility company is 
considered as the electricity supplier. Iberdrola offers 
peak and valley prices as well winter and summer time 
table [7]. The peak prices correspond to 10 hours a day, 
from 12 h to 22 h winter time and from 13 h to 23 h 
summer time. The valley prices are 14 hours, from 0 h to 
12 h also from 22 h to 24 h winter time and from 0 h to 
13 h also from 23 h to 24 h summer time. The time table 
changes with the official clock change, for the year 2011 
that is on the 27th of March for summer time and on the 
30th of October for winter time. The electricity prices [8] 
are updated twice a year. For the first 6 months of the 
year 2011, the prices are 0.168743 €/kWh for peak and 
0.06089 €/kWh for valley. For the last 6 months of the 
year 2011, the prices are 0.17282 €/kWh for peak and 
0.064047 €/kWh for valley. This data is inserted in 
MATLAB as €/W10min. 
 
4. Artificial Neural Networks (ANN) 

 
An artificial neural network (ANN) [9] is a mathematical 
model that is inspired by the structure and functional 
aspects of biological neural networks, like the human 
brain. A neural network consists of an interconnected 
group of artificial neurons. In most cases an ANN is an 
adaptive system that changes its structure based on 
external or internal information that flows through the 
network during the training phase. Advanced neural 
networks are non-linear statistical data modeling tools. 
They are usually used to model complex relationships 
between inputs and outputs or to find patterns in data. 
Even though artificial neurons are simplified, they can 
show a variety of input-output relations, depending on 
the transfer functions they apply. The different choice or 
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combination of transfer functions gives different behavior 
and fits different types of problems. 
 
The ANN consists of layers, the first layer has input 
neurons, which send data via synapses to the second layer 
of neurons (one hidden layer is standard in MATLAB, 
more than one hidden layers can be used) and then via 
more synapses to the third layer, which includes the output 
neurons. More complex systems have more hidden layers 
with increased number of input and output neurons. The 
synapses store parameters called weights that manipulate 
the data in the calculations. 
 
An ANN is typically defined by three types of parameters: 
 

1. The interconnection pattern between different 
layers of neurons. 

2. The learning process for updating the weights of 
the interconnections. 

3. The activation function that converts a neuron's 
weighted input to its output activation. 

 
Figure 4 below illustrates the different layers. 
 
     

 
Fig. 4. Artificial Neural Network (ANN). 

5. Data Collection 
 

A. Test location 
Some data is needed for the project. The wind speed is 
needed for the wind turbine. The electricity consumptions 
are needed to know how much electricity consumes the 
household and the electricity prices are needed to know 
how much the electricity costs in the grid. In this work the 
data of wind velocity air temperature, solar insulation, has 
been collected through a local weather station [10], and is 
updated every 10 minutes. Therefore it would be natural to 
construct a system that makes decision every 10 minutes. 
The data was downloaded as excel files and then fetched to 
MATLAB. The outliers had to be corrected and an 
interpolation had to be done since some of the data was 
missing. 
 
B. Preprocessing data and estimation 
Obtaining and processing data to train the Neural Network 
is an essential part for the success and quality of the 
model’s predictions. All of the predictions are done with 
the Artificial Neural Network (ANN) tool in MATLAB 

which is based on the measured meteorological data from 
the year 2010 in the city of Bilbao. The Neural Network 
fitting tool is used and since the prediction is for the next 
24 hours, the data is divided (day 1 till day 364) as input 
and (day 2 till day 365) as target. Then we divide the data 
as 70% training data, 15% validation data and 15% 
testing data. 
 
In this case the network will be trained with the function 
Levenberg-Marquardt backpropagation algorithm (called 
trainlm), unless there is not enough memory then the 
scaled conjugate gradient backpropagation algorithm will 
be used (called trainscg). In this network one hidden 
layer and one output layer is used, as shown in Fig 5. 
 

 
Fig. 5. Neural Network layers fitting tool. 
 
The hidden layer has 10 neurons with Tan-Sigmoid 
transfer function and the output layer has 1 neuron with 
Linear transfer function, (see figure 6 below). These 
functions are chosen by MATLAB as standard when 
choosing fitting tool.  
 

 
Fig..6. Transfer function Tan Sigmoid (left) and Linear (right). 
 
C. Wind velocity 
The wind velocity is needed to calculate the output 
energy of the wind turbine. The estimation is obtained by 
a network trained with the data from the year 2010 and 
the functions mentioned above. For ease of presentation 
purposes, oone day instead of one week of estimation is 
made. Estimation together with actual data of one day 
during the year 2011 is illustrated in Fig. 7 for the wind 
velocity in km/h. The wind speed is very variable and the 
estimation errors are expected to be higher compared to 
the previous cases. 
 

https://doi.org/10.24084/repqj11.404 658 RE&PQJ, Vol.1, No.11, March 2013



 
Fig. 7. One day of wind speed, estimated and actual data. 
 
As mentioned before, it is important for the system to 
know how much electricity the house consumes. The 
estimation is done by a network trained with the data from 
the year 2010 and the functions mentioned above. 
Estimation together with actual data of one week during 
the year 2011 is illustrated in Fig. 8 for the electricity 
consumption (in W10min). The electricity consumption is 
probably the smallest error, since the consumptions do not 
change so much from day to day. 
 

 
Fig. 8. One week of electricity consumption, estimated and actual 
data. 
 
6. Conclusions 

 
As it was shown the estimation quality varies from day to 
day, while slower weather changes gives a good estimation 
and rapid weather changes gives less good estimation as is 
normally expected. A better estimation results in a better 
performance, meaning that if more variables like clouds 
movement, wind velocity, air pressure, temperature, 
precipitation etc. are included then the more complex the 
model that needs more computation power.  
 
The results of the neural network demonstrate the 
feasibility of the proposed approach, using an ANN to 
identify patterns in the wind speed as a microrenewable 
source and in the electricity consumption in residential 

areas. Additionally, we successfully identified patterns 
and showed that forecast of wind speed and electricity 
consumptions conditions can be done as part of the 
Energy Box concept by using a neural network. 
 
Considering that the presented work is part of a larger 
and more complicated algorithm that the aggregator (i.e., 
energy box) contains, a neural network can be used to 
obtain a similar probability density function for 
forecasting of other parameters (i.e., solar). For solar 
electricity production forecasting, the neural network use 
can be very similar to the one used for wind production. 
Because the wind conditions are much more stochastic 
than the solar, it would be possible to obtain a neural 
network with a better performance and the final 
probability density function would have a lower variance. 
Other parameters, that serve as an input to the energy box 
such as electricity prices, and occupancy patterns and are 
part of future work can be also predicted with simpler 
neural networks, or any other classification, like support 
vector machines. In the context of an Energy box 
integrated in a microgrid, the possibility of identifying 
patterns in the solar behaviour for residential solar panels 
is very important, because it allows the energy box to 
enhance the decision making process, by increasing the 
quality of the inputs. 
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