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Abstract 

Due to various seasonal and monthly changes in electricity 
consumption, it is difficult to model it with conventional 
methods.  This paper illustrates an Artificial Neural Network 
(ANN) approach based on supervised multi layer perceptron 
(MLP) network for household electricity consumption 
forecasting. This is the first study which uses MLP for 
forecasting household electricity consumption.  Previous 
studies base their verification by the difference in error 
estimation.  However this study shows the advantage of MLP 
methodology through design of experiment (DOE).  Moreover, 
DOE is based on analysis of variance (ANOVA) and Duncan 
Multiple Range Test (DMLT).  Furthermore, actual data is 
compared with ANN-MLP and conventional regression model.  
The significance of this study is integration of MLP and DOE 
for improved processing, development and testing of household 
electricity consumption. Moreover, it would provide more 
reliable and precise forecasting for policy makers.  To show the 
applicability and superiority of the integrated approach, annual 
household electricity consumption in Iran from 1974 to 2003 
was collected for processing, training and testing purpose. 
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1.   Introduction 

Forecasting electricity consumption is a relatively 
difficult task. Electricity consumption represents two 
essential attributes, on one hand it shows the strong 
annual changes and on the other hand it clearly shows the 
increasing trend (Figure 1).  Furthermore, the time series 
is affected by other variations that make the problem hard 
to model.  Artificial Neural Networks (ANNs) are the 
strong rival of regression and time series in forecasting.  
ANNs are suitable for modeling this kind of problem 
with unknown factors. The target is to find the essential 

structure of data to forecast future consumption with less 
error.  

ANNs have been used in nonlinear systems modeling and 
simulation.  One of the most useful and interesting 
factors of ANNs is forecasting time series.  This 
application of ANNs is suited where static condition or 
other conditions where using classic techniques are not 
suitable and applying time series is complicated.  It can 
be also applied to energy forecasting problems.  Some of 
these applications are short and medium term load 
forecasting [38,3], adaptive price forecasting[18], 
forecasting transport energy demand [42].Also in some 
cases ANN can give us a better output if it is trained with 
the preprocessed data [1,2] 

 

Figure 1: The trend annual energy consumption in Iran from 
1974 to 2003 

For estimating energy demand, especially electricity, in 
Iran, we can point to the introductory report of 
establishing energy model in Iran that Plan and Budget 
Organization Planning and Budget Organization  
Estimation of energy carriers' demand in Iran, Technical 
Report, Operation Research Center, Iran, 1978. has 
reported for energy carrier’s demand.  In addition, it has 
applied econometrics models for forecasting energy 
supply and demand Planning and Budget Organization  
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Formulating econometric model for supply and demand, 
Technical Report, Research Institute of Planning and 
Development, Iran, 1988.  Also Research Institute of 
Planning and Development Planning and Budget 
Organization, Estimate demand for energy in Iran, 
Technical Report, Supreme Research Institute in 
Planning and Development, Iran, 1982. conducted a 
study by the name of “energy demand estimation”.  In 
this study, the oil product, electricity and natural gas 
demand models have been estimated for various sectors 
and total economy.  In addition, [26] investigated and 
estimated electricity demand in residential and industry 
sectors in Lorestan province of Iran.  [27] investigated 
the stability of demand for energy and its effective 
factors.  [30] forecasted electricity consumption by 
econometric methods.  

In following section ANNs, moving average and data 
preprocessing method are introduced. Next, the variables 
for estimating electricity consumption are introduced.  
The model is then compared with conventional 
regression model. This will be achieved with the aid of 
analysis of variance (ANOVA) and Duncan experiment 
to compare all pairs of treatment means[12]. 

2. Artificial Neural Network 

In general, ANNs are simply mathematical techniques 
designed to accomplish a variety of tasks.  The research 
in the field has a history of many decades, but after a 
diminishing interest in the 1970's, a massive growth 
started in the early 1980's. Today, Neural Networks can 
be configured in various arrangements to perform a range 
of tasks including pattern recognition, data mining, 
classification, forecasting and process modeling   [35,5].  
ANNs are composed of attributes that lead to perfect 
solutions in applications where we need to learn a linear 
or nonlinear mapping.  Some of these attributes are: 
learning ability, generalization, parallel processing and 
error endurance.  These attributes would cause the ANNs 
solve complex problem methods precisely and flexibly. 

ANNs consists of an inter-connection of a number of 
neurons.  There are many varieties of connections under 
study, however here we will discuss only one type of 
network which is called the Multi Layer Perceptron 
(MLP).  In this network the data flows forward to the 
output continuously without any feedback. (Figure 2a and 
2b) show the general structure of MLP and a typical 
three-layer feed forward model used for forecasting 
purposes.  The input nodes are the previous lagged 
observations while the output provides the forecast for 
the future value[22,41].  Hidden nodes with appropriate 
nonlinear transfer functions are used to process the 
information received by the input nodes.  The model can 
be written as: 
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Where m is the number of input nodes, n is the number of 
hidden nodes, f is a sigmoid transfer function such as the  

Figure 2a: General structure of the MLP networks 

 

Figure 2b: A three layer MLP network 
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vector of weights from the hidden to output nodes and 
{βij, i= 1, 2, …, m; j = 0, 1, …, n}are weights from the 
input to hidden nodes. α0 and βoj are weights of arcs 
leading from the bias terms which have values always 
equal to 1.  Note that Equation (1) indicates a linear 
transfer function is employed in the output node as 
desired for forecasting problems.  The MLP’s most 
popular learning rule is the error back propagation 
algorithm.  Back Propagation learning is a kind of 
supervised learning introduced by Werbos [35] and later 
developed by Rumelhart and McClelland [13]. At the 
beginning of the learning stage all weights in the network 
are initialized to small random values.  The algorithm 
uses a learning set, which consists of input – desired 
output pattern pairs.  Each input – output pair is obtained 
by the offline processing of historical data. These pairs 
are used to adjust the weights in the network to minimize 
the Sum Squared Error (SSE) which measures the 
difference between the real and the desired values over 
all output neurons and all learning patterns[16,24].  After 
computing SSE, the back propagation step computes the 
corrections to be applied to the weights. 

The ANN models are researched in connection with 
many power system applications, short-term forecasting 
being one of the most typical areas.  Most of the 
suggested models use MLP networks see for example 
[21,40,25,17].  The attraction of MLP has been explained 
by the ability of the network to learn complex 
relationships between input and output patterns, which 
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would be difficult to model with conventional 
algorithmic methods. 

There are three steps in solving an ANN problem which 
are 1) training, 2) generalization and 3) 
implementation.Training is a process that network learns 
to recognize present pattern from input data set.  We 
present the network with training examples, which 
consist of a pattern of activities for the input units 
together with the desired pattern of activities for the 
output units. For this reason each ANN uses a set of 
training rules that define training method.   

Generalization or testing evaluates network ability in 
order to extract a feasible solution when the inputs are 
unknown to network and are not trained to network.  We 
determine how closely the actual output of the network 
matches the desired output in new situations.  In the 
learning process the values of interconnection weights 
are adjusted so that the network produces a better 
approximation of the desired output.  ANNs learn by 
example.  They cannot be programmed to perform a 
specific task.  The examples must be selected carefully 
otherwise useful time is wasted or even worse the 
network might be functioning incorrectly.  The 
disadvantage is that because the network finds out how to 
solve the problem by itself and its operation can be 
unpredictable.  In this paper the effort is made to identify 
the best fitted network for the desired model according to 
the characteristics of the problem and ANN features. 

3. Model variables 

In order to estimate annual electricity household 
consumption, we introduce electricity household 
consumption with 5 input variables which are: 1) 
electricity price, 2) TV price index, 3) refrigerator price 
index, 4) urban household size and 5) urban household 
income.  The actual data is composed of 30 years of 
annual household electricity consumption in Iran.  
Moreover, 22 years of the actual data is used for training 
the ANN and regression models and the remaining 8 
years are to be used for testing and comparing the two 
models with actual 8 years of data.  (Table 1) presents the 
data for the 5 inputs and electricity energy consumption 
in Iran from 1974 to 2003.  Because of seasonal and 
monthly trend in electricity consumption it is difficult to 
forecast its trend by conventional methods such as 
regression and time series.  Therefore, ANNs seems to be 
ideal for such unknown and fluctuating behavior.  In 
most forecasting problems past data is used as input data 
to generate output data [38].  This is done as follows: 

� x1: Annual household electricity price; 

� x2: Annual TV price index; 

� x3: Annual refrigerator price index; 

� x4: Annual urban household size ; 

� x5: Annual urban household income; 

� f (x1, x2, x3, x4, x5): Household electricity consumption 
demand (KWh).  

The first five variables are defined as the input variables 
and the last one is the output variable.  We can write a 
logarithmic relation as in equation (4a) with bi for i = 
1…5 as constants.  The constants will be identified by 
Least Square technique using the first 22 rows of data 
given in (Table 1) (1974-1995).  Keep in mind that the 
last 8 rows of data will be saved for tests and 
experimentations.   After applying the data in (Table 1) 
equation (4b) is obtained showing all variables are 
important. 

Ln f(x1, x2, x3, x4, x5) = b1 +b2Ln x1 + b3Ln x2 + b4Ln x3 +
b5Ln x4 + b6Ln x5 (4a) 

Ln f(x1, x2, x3, x4, x5) = - 28.17335 - 0.476667Ln x1
+0.349910Ln x2 - 0.293425Ln x3 +16.06393Ln 
x4+0.908539Ln x5 (4b)

Dependent Variable: Ln f(x1, x2, x3, x4, x5)

Method: Least Squares

Sample: 1974-1995

Included Observations: 22

VariableCoefficientStandard Error 
(SE)t-StatisticProbability 

 

b1-28.173353.450946-8.1639480.0000

Ln x1-0.4766670.189297-2.5180950.0209

Ln x20.3499100.1141443.0655110.0064

Ln x3-0.2934250.126748-2.3150240.0320

Ln x416.063932.0511607.8316310.0000

Ln x50.9085390.1674505.4257350.0000

R-squared0.978281Mean dependent var9.184379

Adjusted R-
squared0.972565S.D. dependent var0.855716

SE of 
regression0.141736Akaike info criterion-0.864139

Sum 
squared 
residual

0.381692Schwarz criterion-0.571609

Log 
likelihood16.80174F-statistic171.1610

Durbin-
Watson stat1.327355Prob (F-statistic)0.000000
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Table 1: The input indicators versus output indicator or 
household electricity consumption 

 

4. Running the model 

One of the most useful neural networks used in 
regression analysis is Back Propagation learning 
algorithm [37,13].  Layered ANNs with only one hidden 
layer using sigmoid function nodes can closely 
approximate any continuous function[37.15]. Therefore, 
only one hidden layer is required to generate an arbitrary 
function.  Several MLP networks were generated and 
tested.  The transfer function for the first layer was linear, 
for all hidden layers were sigmoid and for the last one 
was linear.  Back propagation algorithm was used to 
adjust the learning procedure and 22 rows of data 
selected to test the network.  The results of the 4 best 
models and their errors are shown in (Table 2).  These 
results are derived from 22 rows of unlearned data.  Error 
which estimated by Minimum Absolute Percentage Error 
(MAPE) is calculated from the following equation: 
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Where ECi(estimated) is the estimated household electricity 
consumption and ECi(actual) is the actual value of 
household electricity consumption. 

 

Table 2: The results of running the 4 MLP 

 It can be seen that the fourth model with 1 hidden layers 
and (5-12-1) neurons with momentum learning method 
would obtain smaller error than other models.  The graph 
of the fourth MLP model versus actual data from 1996 to 
2003 (test data) is presented in (Figure 3).  As mentioned, 
these results were derived from 22 rows of unlearned 
data.  The error results of the MLP network are also 
compared with the conventional regression model with 
respect to three categories of relative error shown in 
(Table 3).  The reader should note that we have 
considered 3 categories of relative error which are: 1) 
mean absolute error (MAE), 2) mean square error (MSE) 
and mean absolute percentage error (MAPE).  (Figure 4) 
shows the difference between the actual data and 

Year 

Househ
old 

electrici
ty 

consum
ption 

(KW/h) 

CE 

Electric
ity 

Price 

PE 

TV 
price 

index 

CPT 

Refrige
rator 

price 
index 
CPR 

Urba
n

hous
ehol

d
size 

BC 

Urban 
household 

income 

RC 

1974 1620 2.33 2.3 1.85 4.6 319873 

1975 2034 2.57 2.23 1.81 4.6 360123 

1976 2620 2.8 2.2 1.77 4.7 402857 

1977 3238 3.57 2.22 1.92 4.7 448729 

1978 3797 3.67 2.28 2.08 4.78 486980 

1979 4702 3.1 2.65 2.21 4.8 514446 

1980 5479 4.2 2.11 2.43 4.81 608849 

1981 5809 4.5 3.64 2.76 4.79 658127 

1982 7350 4.2 4.56 3.03 4.83 709601 

1983 8857 3.9 5.43 3.48 4.8 918386 

1984 10069 4.2 6.82 4.04 4.8 1034170 

1985 11316 4.2 8.81 4.26 4.8 1037080 

1986 12416 4.2 12.59 7.32 4.8 1126639 

1987 12668 4.5 25.99 15.93 4.82 1149296 

1988 12994 5.23 36.48 24.7 4.84 1339970 

1989 15791 5.27 34.78 29.53 4.86 1467436 

1990 17344 5.52 29.63 35.35 4.88 2010547 

1991 19128 5.7 26.08 33.42 4.9 2840826 

1992 19509 7 23.34 31.14 4.8 3541277 

1993 22143 9.86 24.17 33.3 4.8 4425611 

1994 22473 11.8 37.99 55.88 4.7 5729732 

1995 23374 15.5 63.27 85.49 4.7 7368243 

1996 23993 20.45 100.53 101.8 4.7 9879358 

1997 26523 26.08 100 100 4.75 12115656 

1998 28686 31.2 101.5 105.05 4.72 15151894 

1999 29754 41.4 118.6 128.67 4.72 18564952 

2000 31266 58.32 118.87 137.22 4.73 22387725 

2001 32891 65.11 118.6 139.4 4.75 25831527 

2002 34946 72.93 117.4 139.4 4.7 33104868 

2003 37967 85.97 114 145.3 4.65 39202427 

MLP Model 
number 

1 2 3 4

Learning 
method 

BP, 
momentu

m, 
weight 
decay 

BP 

BP, 
momentu

m, 
weight 
decay 

BP, 
moment

um 

Number of 
neurons in 

the first 
hidden layer 

10 12 12 12 

Relative 
error 0.0475 0.053 0.0466 0.0351 
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conventional regression and the actual data and 4th MLP 
with respect to the 8 years of test data.  In addition, the 
graphical presentation of MAE, MSE and MAPE for the 
conventional regression and the 4th MLP are shown in 
(Figure5). 

 

Figure 3:  Actual data versus the 4th MLP result 

 

Table 3: The 4th MLP and regression errors 

 

Figure 4: The difference between the actual data and 
ANN-MLP and regression 

Figure 5: Comparing regression and MLP errors 

6. Analysis of variance 

The estimated results of the selected ANN, regression 
method and actual data are compared by analysis of 
variance (ANOVA).  (Table 4) presents the actual, MLP 
and regression data for the eight years period.  

 

Table 4: The eight years test data for actual data, MLP 
and Regression (KWh) 

 The experiment was designed such that variability 
arising from extraneous sources can be systematically 
controlled.  Time is the common source of variability in 
the experiment that can be systematically controlled 
through blocking   [12]. 

Therefore a one way blocked design of ANOVA was 
applied.  The results are shown in (Table 5). The test of 
hypothesis is defined as:  

H0: µ1 = µ2 = µ3
(6) 

H1: µi ≠ µj i, j = 1, 2, 3, i ≠ j

Where µ1, µ2 and µ3 are the average estimation obtained 
from actual data, the selected ANN (4th MLP) and 
regression, respectively.  It can be seen from (Table 5) 
that up to α = 0.004 the null hypothesis is rejected 
because of P-value.  Moreover, at α = 0.01, we have F = 
8.35 and F  α = 0.01 = 6.51.  Now in order to find which of 
treatment means (regression or ANN) is closer to actual 
data, Duncan’s Multiple Range Test is applied in the next 
section. 

A . Duncan’s Multiple Range Test 

In order to perform Duncan’s we should find the standard 
deviation for each treatment mean calculated as: 

b
errorMSS

iy
)(

.
= (7)

MAE MSE MAPE

MLP errors 0.0108 0.022 0.0351 

Regression 
errors 0.041 0.196 0.117 

Year Actual MLP Regression

1996 23993 25083.15 25276.79 

1997 26523 28146.11 32224.65 

1998 28686 32170.78 32441.51 

1999 29754 29426.38 33924.81 

2000 31266 31651.8 34703.42 

2001 32891 32764.41 39912.82 

2002 34946 35563.7 39824.37 

2003 37967 36963.86 35353.91 
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Then we should find Rp values that calculated like 
below: 

.
),(

iyp SfprR α= (8)                                                                                             

),( fprα is driven from the Duncan’s test table. After 
sorting the mean treatment, we can compare each 
treatment as follows:  

25.30753.1 =y , 27.31471.2 =y ,

785.34207.3 =y

749.627
.

=
iys ,

42.4)14,3(,21.4)14,2( 01.001.0 == rr

82.2642749.627*21.4)14,2(
.

01.02 ===
iysrR

65.2774749.627*42.4)14,3(
.

01.03 ===
iysrR

Comparing treatments 3 with 1 = 34207.785-30753.25   
3454.54 >2774.65 � µ1 ≠ µ3

Comparing treatments 2 with 1 = 31471.27-30753.25     
718.52 <2642.82   � µ1 = µ2

We can see that the average of the first (actual data) and 
second treatment (the selected ANN) are equal at α =
0.01.  This shows that the average estimated values of 
electricity consumption of the selected ANN and actual 
data are equal at 99% confidence level.  Hence, the ANN  

 

outputs outperform the conventional regression 
significantly. 

7.   Conclusion 

This paper focused on ANN and DOE (ANOVA and 
DMLT) to forecast household electricity consumption.  
To show the applicability and superiority of the proposed 
approach actual data of energy consumption in Iran from 
1974 to 2003 was used.   MLP network was used and 
applied with the past 22 years of five input variables 
which are: 1) electricity price, 2) TV price index, 3) 
refrigerator price index, 4) urban household size and 5) 
urban household income.    After testing all possible 
networks with 22 rows of unlearned data, we showed that 
MLP network with instruction of 1 hidden layer and (5-
12-1) neurons with momentum learning method had the 
best output with an error equal to 0.0466 on the test data.  
The remaining 8 years of data was used as the test data.  
Moreover, ANOVA was applied to compare the selected 
ANN, regression and actual data.  It was found that at α =
0.01 (with p-value equal to 0.004) the three treatments 
are not equal and therefore Duncan’s Multiple Range 
Test was used to identify which model is closer to actual 
data.  Moreover, it was shown that the selected MLP has 
better estimated values for household electricity 
consumption.  This is the first study which uses MLP and 
time series for forecasting household electricity 
consumption.  Previous studies base their verification by 
the difference in error estimation.  However this study 
shows the advantage of ANN methodology through 
analysis of variance (ANOVA).  Furthermore, actual data 
is compared with ANN and conventional regression 
model.  The significance of this study is integration of 
MLP, time series and ANOVA for improved processing, 

Groups Count Sum Average 

Actual data 8 246026 30753.25 

Neural Network 8 251770.19 31471.27 

Regression 8 273662.28 34207.785 

 

Source of 
Variation Sum Square Degrees of 

Freedom Mean Square F F (α = 0.01) 

Between Groups 
(treatments) 53167642 2 26583821 8.35 6.51 

Blocks (years) 356467566 7 50923938 16.00 4.28 

Within Groups 44555760 14 3182554  P-value is 0.004 

Total 454190968 23  

Table 5: The ANOVA table for the regression, actual data and ANN-MLP 
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development and testing of household electricity 
consumption. 

8.   Future research 

In order to extend the model that has been described in 
this paper, the seasonal changes from data can be 
removed and compared with the two models presented in 
this paper. Also, the results of this study could be further 
improved by other types of preprocessing methods such 
as Data Mining, Signal Processing and Genetic 
Algorithm. 
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