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  Abstract—This paper presents a simple method to 
simultaneously tune Flexible AC Transmission Systems 
(FACTS) in multimachine power systems. The proposed 
approach employs Genetic Algorithms (GA) and particle 
Swarm Optimization (PSO). The objective is to maximise the 
minimum damping ratios, subject to all combinations of their 
locations. The proposed approach has been examined and 
tested on the 2-area, 4-machine system which is close to 
realistic interconnected power systems model. The results are 
promising and show the effectiveness and robustness of the 
proposed approach.  
 
 Keywords—Static Var Compensator, Genetic Algorithms, 
Particle Swarm Optimization, multimachine power systems. 
 
  

I.  INTRODUCTION 
 
    The increasing necessity of operating power systems near 
to their limits because of delays in building new transmission 
facilities and power plants and also because of the new  
regulation systems, are posing more and more interest in  
instability problems caused by low frequency inter-area 
oscillations. These oscillations occurring due to weak 
interconnected power systems are therefore becoming 
significant. Increasing the damping of these modes of 
oscillation by adequately tuning of Flexible AC 
Transmission Systems (FACTS); in particular the Static 
Var Compensator (SVC); had been the topic of many 
works. Many applications of the SVC have been suggested 
in the literature, such as, reduction of transmission line loss 
[1], the SVC has also received great attention in the 
damping of a power system [2], [3]. It can provide a 
supplementary damping torque for the synchronous 
generator and increase the damping of system oscillation. 
However, in the literature there are few papers with an 
implementation test report about the damping effect of an 
SVC [4], [3]. 
    Genetic Algorithm (GA) is a powerful optimisation 
technique, independent on the complexity of problems 
where no prior knowledge is available. Many FACTS 
tuning methods using GA were presented in the literature. 
In [5], [6] GA had been applied for controllers design to  
power system stability enhancement. In [7] GA has been 

used to the damping of a system with a decentralized 
controller structure.  
    The particle Swarm Optimization (PSO) is an 
optimization algorithm where, one must have, at a given 
iteration a set of solutions or alternatives called particles 
(search agents) from one iteration to the following, each 
particle moves according to a rule that depends on: keeping 
records of the best point found by the particle in its past life 
and the current global best point found by the swarm of 
particles in their past life. The PSO sees its importance 
growing in the field of power systems. This method were 
applied and presented in several papers, such as, reactive 
power and voltage control in [8]. In [9], the PSO 
optimization were applied to control of microturbines in a 
power distribution system.   
    In this study, we propose a method to simultaneously tune 
SVCs in multimachine power systems using GA and PSO 
where the objective is to maximise the minimum damping 
ratios, subject to all combinations of their locations. The 
proposed tuning procedure is then applied to a 2-area 4-
machine system presented in [10] which is close to realistic 
interconnected power systems model. The robustness of the 
GA and PSO designed controllers is validated in tree 
operating conditions that represent considerable different 
scenarios including load variations and line outages. 
 
     

II. POWER SYSTEM MODELLING 
 

     Thyristor controlled reactor with fixed capacitor (TCR + 
FC) is used as the SVC. Fig. 1 shows the schematic 
diagram of one phase of the three-phase SVC and its 
control block diagram [11], [12].  
     
     The primary function of the SVC is to control the 
reactive power and stabilise the system voltage. The 
auxiliary stabilising signal U is added to the input of the 
SVC controller and fed into the excitation system to damp 
the machine oscillation.  
The steady-state operating point of the SVC is given by 
[13]: 
                          Is = B Vt                                                     (1) 
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Fig. 1.  SVC Model.     

 
Linearising (1) about an operating point gives: 
 

            ∆Is = B0  ∆Vt +  Vt0  ∆B                      (2) 
 
To derive a general relation corresponding to multimachine 
systems, assume that the SVC is located at the terminal bus 
of the synchronous generator. Furthermore, the input signal 
∆Vi to the main control circuit of the SVC [Das 87] is given 
by: 

              ∆Vi = -∆Vt  - GI ∆Is +  U                       (3) 
  
A mathematical procedure of the proposed method 
corresponding to multimachine power system is derived. 
The system model is developed using the matrix approach 
including the SVC. Rearranging eqns. (2) and (3) gives:  
  
[∆Is] = [B0] [A0] [∆Vt]+[A0] [Vt0] [A0]T [∆B]                       (4)                               
 
[∆Vi]=-[A0][∆Vt]-[A0][GI][A0]T[∆Is]+[A0][A0]T[U]             (5) 
 

 
Fig. 2. linearised incremental model of synchronous machine with voltage 

regulator 
 
   From Figure 2, the incremental changes of voltage and 
electromagnetic torque are given by [15]: 
 
           [∆Vt] = [K5] [∆δ] + [K6] [∆E’q]                              (6) 

             [∆Te] = [K1] [∆δ] + [K2] [∆E’q]                            (7) 

   Also the steady-states field voltage Efd and the 
proportional voltage E’

q  are given by: 
    
  [∆Efd] =-[Ka][∆Vt]+[Ka][A0]T [U]+[Ka][∆Vref]                 (8)                                            

            [∆E’q]=[K3][∆Efd]-[K3] [K4] [∆δ]                           (9) 
 

Substituting eqn. (9) into eqn. (6), gives  
 
[∆Vt]=[K5 - K6  K3  K4] [∆δ]+[K6][K3][∆Efd]                     (10)  
 
Assuming  ∆Vref  =  0, eqn. 4, 5, 8 and 10 give : 

 
[∆Vt]=[I+Kc]-1[Kd][∆δ]+[I+Kc]-1[Kc][A0]T[U]                 (11) 
 
Or 
            [∆Vt] = [HQ] [∆δ] + [HD] [U]                            (12) 
 
And  
 
[∆Vi] = -[A0 + A0 GI A0

T B0  A0] [HQ] [∆δ] -                          
[A0][GI][A0]T[A0][Vt0] [A0]T [∆B]  + 
[A0 A0

T - (A0 + A0 GI A0
T B0 A0) HD] [U]                            (13) 

 
The steady-state change of the SVC suceptance is given by: 
 
                          [∆B] = [Kr] [∆Vi]                                  (14) 
From eqn. 12, 13 and 14, we obtain: 
  
                [∆B] = - [K8] [∆δ] + [K9] [U]                          (15) 
 
Rearranging eqn. 15 gives: 
 
             [U] = [K9]-1[∆B] + [K9]-1[K8] [∆δ]                      (16)  
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If  nsvc=ng (i.e. SVC located at all generator terminals) the 
A0. matrix is unity diagonal matrix, and if A0=0 (i.e. no 
SVC located at generator terminals). 
 

 
 

Fig. 3 Synchronous machine model with new controller parameters. 
 
Eqn. (20) represents a new formula of the developed 
electromagnetic torque. The first term represents the 
synchronising torque coefficient, which must be positive to 
ensure system stability. The second term represents the 
degree to which a change in SVC susceptance can cause a 
relative acceleration of the machines. This term may be 
defined as the effectiveness factor of the SVC. Raising this 
factor gives more system stability. 
Fig. 3 shows the final basic model of machine containing 
the effect of SVC compensation. 
 
In the following studies, the output signals ∆w, U are fed 
back to the corresponding input of the SVC controller gain 
[16], and incorporated in each machine, shown in Fig. 3, 
which can be modelled by an equivalent second-order 
differential equation. The state equation of the system can 
be expressed as follows: 
                BFXAX ∆+=&                                                       (22) 
where  X is the state vector and ∆B is the control signal. 
 
 

III. EVOLUTIONARY ALGORITHMS BASICS 

A.  Genetic Algorithm  

     Genetic Algorithms are search procedures inspired from 
the mechanisms of evolution and natural genetics. They 
combine the survival of the fittest principle with 
information exchange among individuals to produce 
computationally simple yet powerful tools for system 
optimization and other applications [17]. 
    The first step in the solution of an optimization problem 
using GA is the encoding of the optimization problem's 
variables often referred to as chromosomes by analogy to the 
natural genetic process. Secondly, the objective function is 
converted to a fitness function which normalizes the objective 
function to a convenient range and, then, is used to evaluate 
each string. An initial population of solution alternatives is 
usually chosen at random. Potentially good candidate solutions 
known beforehand can be included in the initial population in 
order to speed up computation and increase the chances of 
finding the global optimum. 

 
        Selection is responsible for the implementation of the 
survival of the fittest principle. Crossover implements 
information exchange among individuals of a population in 
an attempt to generate better fitted new individuals. 
Mutation has the role of restoring good genetic material that 
may have been lost by selection and crossover. There are 
different ways of performing selection, crossover, and 
mutation. The values of pc and pm and the population size 
are referred to as the control parameters of the GA. Their 
choice determines the speed of convergence and the 
probability of finding the optimum solution. Typical values 
for these parameters are [18]: population size of 30 to 200, 
crossover rates from 0.5 to 1.0, and mutation rates from 
0.001 to 0.05. 
 
B.  Particle Swarm Optimisation  

       Natural creatures sometimes behave as a swarm. One 
of the main streams of artificial life research is to examine 
how natural creatures behave as a swarm and reconfigure 
the swarm models inside a computer. Swarm behavior can 
be modeled with a few simple rules. A school of fish and a 
swarm of birds can be modeled with such simple models. 
Namely, even if the behaviour rules of each individual 
(agent) are simple, the behavior of the swarm can be 
complicated. Reynolds called this kind of agent boid and 
tried to generate complicated swarm behavior by computer 
graphic (CG) animation [21]. Kennedy and Eberhart 
developed a PSO concept. PSO is basically developed 
through simulation of bird flocking in two-dimension 
space. The position of each agent is represented by XY axis 
position and the velocity is expressed by vx (the velocity of 
axis) and vy (the velocity of Y axis). Modification of the 
agent position is realized by the position and velocity 
information. 
Bird flocking optimizes a certain objective function. Each 
agent knows its best value so far (pbest) and its XY position.  
The velocity of each agent can be modified by the 
following equation: 

)sk
igbesti(randc)sk

ipbesti(randcvk
iwvk

i −×+−×+=+ 22111      (23) 
Where: 
  vk

i             velocity of agent at iteration; 

 w             weighting function; 

 cj              weighting factor; 
 rand      random number between 0 and 1; 

sk
i                current position of agent at iteration ; 

pbesti         pbest of agent ; 

gbesti         gbest of the group. 
The right-hand side (RHS) of (3) consists of three terms 
(vectors) like three vectors of boid. The first term is the 
previous velocity of the agent. The second and third terms 
are used to change the velocity of the agent. 
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Fig. 4.  Concept of modification of a searching point by PSO. 
 

    The current position (searching point in the solution 
space) can be modified by the following equation: 
 

                           vss k
i

k
i

k
i

11 ++ +=                           (24) 
Fig. 4 shows a concept of modification of a searching point 
by PSO. The PSO algorithm can be expressed as follows 
(see Fig. 5): 

1. State Variables (Searching Point): State variables 
(states and their velocities) can be expressed as 
vectors of continuous numbers. PSO uses multiple 
searching points for search procedures. 

2. Generation of Initial Searching Points (Step 1 in 
Fig. 5): Initial conditions of searching points are 
usually generated randomly within their allowable 
ranges. 

3. Evaluation of Searching Points (Step 2 in Fig. 5): 
The current searching points are evaluated by 
using the objective functions of the target problem. 
Pbests and gbest can be modified by comparing 
the evaluation values of the current searching 
points, and pbests and gbest. 

4. Modification of Searching Points (Step 5 in Fig. 
5): The current searching points are modified 
using the state equations (23) and (24). 

5. Stop Criterion (Step 4 in Fig. 5): The search 
procedure can be stopped when the current 
iteration number reaches the predetermined 
maximum iteration number. The last gbest can be 
output as a solution. 

 
IV. OBJECTIVE FUNCTION FORMULATION 

     A power system is considered to be well damped if the 
damping for all eigenvalues is greater than 5% [24]. 

 
 

Fig. 5. General flowchart of PSO. 
 

 Therefore, the goal of AG and PSO based optimization 
procedure is to achieve 5% or greater of damping for all 
modes by exploring the search space of admissible 
controllers parameters. 
As mentioned before (section II), the damping controller 
used in this paper is of fixed structure type given by: 
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Where l is the number of the controller. 
 
    From the viewpoint of a washout function, the precise 
value of the associated time constant Twi   is not critical. The 
main consideration is that it should be small enough such 
that stabilizing signals at the frequencies of interest will be 
relatively unaffected [25]. The ki gain is fixed and 
considered equal to the unit. For these reasons it is 
considered to be known parameter. As a result we left up 
with Kri, Tri and GIi (defined in section II) to be the 
parameters that should be determined by the tuning 
procedures.  Let βαλ jjj ±= be the j-th eigenvalue (mode) 

of the closed loop system. Then, the damping coefficient ξ j  
of the j-th eigenvalue is defined with the following 
equation: 

                              
βα

αξ
22
jj

j
j

+
−=                                 (26) 

Let Γr be a vector of damping coefficients ξ j , j=1,…, n for 
the r-th operating condition. Where n is the total number of 
modes of the closed loop system. Then, the optimization 
problem to be solved by the AG and PSO can be written in 
the following from: 
 
         ( )( )Γ= rF minminmax          r =1,…, m.            (27) 

 

sk          :  current searching point, 
sk +1    :  modified searching point, 
Vk       :  current velocity, 
Vk +1   :  modified velocity, 
Vpbest

  :  velocity based on pbest, 
Vgbest :    velocity based on gbest. 
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Where m is the total number of operating conditions under 
consideration.  
     This problem is generally very hard to solve by trail and 
error or whit traditional techniques since continuity of the 
objective function cannot be established. In the next section 
Genetic Algorithm and Particle Swarm Optimization 
techniques will be used to solve this problem.   
 
 

V. RESULTS AND DISCUSSION 

         The proposed tuning procedure is then applied to a 2-
area 4-machine system [10], depicted in figure 6.  

 
Fig. 6.  One-Line Diagram of the 2-area 4-machine. 

 

In this study, tuning of a two input SVC damping controller 
installed on the Generator G2 and G4 is investigated. The 
sites of SVCs are defined by the contribution factors matrix  
[15], [27]. Table 1 gives the generators contribution factors 
for the electromechanic modes, after appling small 
disturbance equal to 5% of the value of the 
electromechanical torque, for the uncontrolled system. The 
results indicate that machines G2 and G4 are the optimum 
locations for installing SVCs to damp out the local and inter-
area modes of oscillations. 
 

Table1. Generators contribution factors 

 
The inductive susceptance B of SVC is given equal to  0.6 
p. u. The parameters of Genetic Algorithm and Particle 
Swarm Optimization techniques are given in tables 2 and 3 
respectively. In the objective to increase the search space, 
the following operating conditions are considered: 
 
 
 

 
Table. 2. GA parameters 

 
 AG parameters   Search space  

encoding Binary 
Population size 40 
Chromosome size 96 
crossover rates (pc) 0.1 
Points of crossover  2 
mutation rates 0.01 
Number of  iteration  30 

 

0.1≤ Kr ≤ 100 

0.1≤ GIi ≤ 10 

0.01≤ Tr  ≤ 1 

 
Table. 3. PSO parameters 

 
PSO parameters   Search space  

Population size 10 

Number of  iteration 
(itermax) 

10  

ω max 

ω min 
0. 9 
0. 8  

c 1 

c 2 

2.4 
2.4  

 
0.1≤ Kr ≤ 100 
0.1≤ GIi ≤ 10 
0.01≤ Tr  ≤ 1 

 
• Loss of the line (6-11) and (8-11).   
• High load, equal to 1.8 of the nominal load.  
• Weak load, equal to 0.3 of the nominal load.  
• Appling small disturbance equal to 5% of the 

value of the electromechanical torque from the 
generator G2, for nominal load. 

     Table 4 shows the obtained SVCs parameters by GA and 
PSO optimization. It also, presents the parameters of SVCs 
without optimization. . 

Table. 4. SVC parameters. 
 

 Without 
Optimization GA PSO 

SVC 
parameters SVC1 SVC2 SVC1 SVC2 SVC1 SVC2 
Population 

size - 40 10 

Number of 
iteration - 30 10 

Kri 5.1 0.1 
 

85.6206 
 

90.4620 
 

55.7862 
 

 
64.7000 

 

Tri 0.8 0.5 0.4581  
0.0693 

 
0.0543 

 
0.2975 

GIi 10 10 2.0481 4.1414 3.6836  6.6613 

 
    The robustness of the GA and PSO designed controllers 
is validated for three operating conditions representing 
different scenarios as follows: 

• Loss of the line (6-11).   
• High load, equal to 1.5 of the nominal load.  
• Weak load, equal to 0.5 of the nominal load.  

    The simulation results for all three operating conditions 
are shown in Figs. 7 to 9. 

Modes G1 G2 G3 G4 

-0.0322 6.4630i 
-0.0322  4.0327i 
-0.0322  5.2166i 

0.1593 
0.7505 
0.0005 

0.5579 
0.2436    
0.0210 

0.0189 
0.0052 
0.7636 

0.2635 
0.0006 
0.2146 
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Fig. 7. Speed Deviations for high load condition. 

 

 

 

 
Fig. 8. Speed Deviations for weak load condition. 

 
       We can notice that the damping is improved by the 
PSO optimisation but it more effectively damped by the 
GA. Figs. 10 to 12 show a comparison plot between the 
eignenvalues of the cases without and with optimization for 
the operating conditions. It can be seen clearly that the 
system damping with the designed controllers has been 
improved to more than 5%. For the high load condition and 
the line outage, the GA method is more effective than the 

PSO. When the load is weak, the system damping improved 
by PSO method is more effective than GA-based technique. 

 

 

 
Fig. 9. Speed Deviations for Loss of the line (6-11) condition. 

 

 
 
Fig.10.  Eigenvalues of the system with and without optimization methods 

(GA and PSO) for the high load condition. 
 

 
 

Fig.11.  Eigenvalues of the system with and without optimization methods 
(GA and PSO) for the weak load condition. 

 

 
Fig.12.  Eigenvalues of the system with and without optimization methods 

(AG and PSO) for the line outage condition. 
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VI. CONCLUSION  

      In this paper, a robust power system damping controller 
design method using Genetic Algorithm and Particle 
Swarm Optimization was presented. The method was 
successfully applied to design an SVC damping controller 
in a 2-area 4-machine system. Using an appropriate set of 
synthesized controller parameters, the designed controllers 
enhance the  system performance and a stabilized system 
under abnormal conditions is obtained.  
Both GA and PSO have proven to be very effective but 
PSO has many advantages over GA: 

• Faster Convergence.  
• Smaller population size.   
• Lower number of iterations. 
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