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Abstract.   The  electric  energy  produced  by  photovoltaic         
systems  is  a  function  of  several  variables  that  present  random            
behavior,  such  as  solar  irradiance,  ambient  temperature,  wind          
speed,  and  relative  humidity.  Several  models  describe  the  energy           
produced  by  these  systems,  which  reflect  the  various  factors  that            
influence  the  generation  and  how  significant  these  influences  are.           
In  this  way,  the  present  work  aims  to  compare  some  panel             
temperature  models  and  the  electrical  energy  produced  from  a           
photovoltaic  system  located  in  the  Midwest  of  Brazil.  The  applied            
methodology  aims  to  evaluate  the  expected  averages  and  standard           
deviations  of  the  monthly  synthetic  series  of  generated  energy  to            
identify  the  main  random  variables  that  influence  the  electric           
generation.  The  results  indicate  the  model  that  best  describes  the            
physical  system  concerning  the  randomness  of  the  variables          
involved,  the  photovoltaic  technology,  the  location,  and  the          
measurement   period.   
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1. Introduction   
Brazil  has  a  high  potential  to  generate  electricity  from           
hydroelectric  power  plants.  However,  despite  being  a         
renewable  source,  the  implementation  of  hydroelectric  dams         
is  linked  to  many  problems  that  make  them  unsustainable,           
such  as  changes  in  natural  waterways,  changes  in  riverine           
populations,  loss  of  biodiversity,  greenhouse  gas  emissions         
in  the  organic  decomposition  of  the  reservoir,  among  others           
[1].     

In  this  scenario,  it  is  important  to  diversify  the  Brazilian            
energy  matrix,  which  is  predominantly  hydro,  in  sources          
with  lower  environmental  impacts,  such  as  photovoltaic.         
Photovoltaic  solar  energy  is  the  fastest-growing  energy        
source  in  the  world,  with  an  increase  of  31.2%  from  2017  to              
2018,  while  wind  energy  was  second  with  an  increase  of            
12.2%   during   the   same   period   [2].   

The  electric  current  produced  by  photovoltaic  panels         
depends  on  the  intensity  of  the  solar  radiation  that  hits  the             
cells.  Additionally,  the  electrical  voltage  produced  by  the          
panels  is  influenced  by  their  operating  temperature.  In  other           
words,  the  electrical  energy  supplied  by  photovoltaic  panels          

is  a  function  of  the  solar  irradiance  and  the  module            
temperature   [3].     

Most  studies  on  photovoltaic  systems  analyze  the  technical          
and  economic  viability  of  small-scale  power  plants,  aimed  at           
self-production  in  homes  and  businesses  in  a  deterministic          
manner  [4],  [5].  Other  studies  focus  on  policy  strategies  to            
encourage   the   growth   of   renewable   generation   sources   [6].     

Lourenço  et  al.  [7]  compare  several  stochastic  models  for           
the  generation  of  solar  irradiance  synthetic  series  with          
historical  data.  The  authors  make  use  of  the  autoregressive           
model,  the  autoregressive  integrated  model,  the        
autoregressive  moving  average  model,  and  the        
autoregressive  integrated  moving  average  model.  The  results         
show  that  the  autoregressive  integrated  model  applied  to          
monthly  averages  is  more  suitable  for  the  generation  of           
synthetic   irradiance   series   in   northern   Brazil.   

Some  works  compare  various  photovoltaic  panel        
temperature  models  with  measurement  values  using        
deterministic  techniques  [8],  [9],  [10].  The  authors  calculate          
the  errors  between  the  data,  disregarding  the  uncertainties  of           
the  random  variables,  and  identify  the  best  models  for  panel            
temperature   prediction   under   the   applied   conditions.   

There  is  great  difficulty  in  predicting  the  energy  generated           
by  photovoltaic  systems  over  the  project  life.  This  is  mainly            
because  of  the  panel  temperature  and  the  power  output           
which  depend  on  several  stochastic  factors,  such  as  solar           
irradiance,  ambient  temperature,  wind  speed,  humidity,  and         
wind   direction.   

The  volume  of  studies  produced,  especially  for  stochastic          
analysis,  in  renewable  plants  in  Brazil  is  summarized.  Most           
studies  that  use  stochastic  methods  for  renewable  energy          
sources  focus  on  economics  risk  analysis.  Pereira  et  al.  [11]            
present  a  risk  analysis  methodology,  using  commercial         
software  to  apply  the  Monte  Carlo  Method  (MCM),  to           
evaluate  the  economic  viability  of  a  solar  photovoltaic  plant           
installed  in  the  state  of  Pará,  Brazil.  Pinheiro  Neto  et  al.  [12]              
present  methodology  for  risk  analysis  of  investment  in  a           
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solar  photovoltaic  plant  in  Brazil.  The  authors  use  the  MCM            
under  the  Free  Contracting  Environment  and  consider  the          
physical  variables  solar  irradiance  and  ambient  temperature         
for   the   panel   temperature   calculation.   

In  this  context,  this  study  aims  to  fill  the  gap  in  the  small               
number  of  studies  that  consider  the  random  variables  to           
estimate  the  electricity  generated  from  photovoltaic  systems         
during   the   project   lifetime.     

2. Methodology   
Fig.  1  presents  the  flowchart  of  the  methodology  used  in  this             
work.   The   following   steps   will   be   described   individually.   

A .   Historical   Data   Obtaining   

The  database  was  the  National  Solar  Radiation  Database          
(NSRDB)  from  National  Renewable  Energy  Laboratory        
(NREL).  This  base  is  a  collection  of  semi-hourly  values  of            
several  climatic  variables,  such  as  solar  irradiance ,        (I)  
ambient  temperature ,  wind  speed ,  relative   ) (T a   (W )   
humidity ,  wind  direction ,  and  others.  Data  (H)   (W ) dir     
obtained  from  NSRDB  uses  a  physical  solar  model,  and  its            
coverage  is  limited  by  latitudes  from  -20°  to  60°  and            
longitudes   from   -25°   to   175°.   

Historical  data  from  NSRDB  were  requested  on  the  NREL           
website  and  later  received  in  the  informed  e-mail.  The           
latitude  and  the  longitude  coordinates  of  the  locality,  the           
period  of  interest,  and  the  desired  variables  are  selected.  The            
data  are  exported  in  annual  spreadsheets,  with         
measurements  every  30  minutes  in  the  chosen  period  for  all            
selected   variables.   

The  historical  data  processing  and  all  the  rest  of  the            
calculations  were  performed  in  Matlab,  which  is  a          
high-performance  interactive  software  used  by  engineers        
and  scientists  for  computational  and  mathematical  purposes.         
After  inserting  the  spreadsheets  in  the  computational  tool,          
the  monthly  averages  are  calculated  for  each  variable  in  the            
chosen   period.   

B .   Stochastic   Model  

After  obtaining  the  historical  data  of  the  random  variables,           
stochastic  models  were  built,  which  will  serve  to  obtain  the            
prediction  of  these  variables  over  the  project  lifetime.          

Several  models  have  been  tested  to  describe  the  behavior  of            
the  random  variables,  such  as  the  Autoregressive  (AR)  with           
different  orders  and  lags,  Moving  Average  (MA),  and          
Autoregressive  Moving  Average  (ARMA).  The  model  that         
best  fit  the  historical  data  and  that  was  used  in  this  work  was               
the  AR  model  with  one  term  and  order  estimated  by  the             
autocorrelation  function  of  the  mensal  data.  This  model          
made  it  possible  to  obtain  monthly  synthetic  series  with           
averages  and  standard  deviations  closest   to  the  monthly          
historical   data.   

Autoregressive  (AR)  models  can  be  used  in  time  series           
modeling,  where  the  current  value  depends  on  past  values           
plus  a  constant  and  a  random  error  (white  noise).  You  can             
build  the  AR  model  from  the  following  equation  [13],  [14],            
[15]:   

Where   is  the  autoregressive  process  of  order   k ,   is  the   zi         ei    
white  noise  of  instant   ,   is  the  estimated  coefficient  of      i  ak       
process   AR   and   c   is   a   constant.   

White  Gaussian  noise  or  random  error  is  a  sequence  of            
random  numbers  without  any  autocorrelation,  with  zero         
mean  and  constant  estimated  variance.  For  the  generation  of           
the  synthetic  series,  sequences  of  random  numbers  of  the           
same  duration  of  the  project  life  are  used  for  each  generated             
scenario.   

C .   Data   Preprocessing   

To  estimate  the  parameters  of  the  adopted  AR  model,  it  is             
necessary  to  preprocess  the  data,  which  consists  of  removing           
trends  (seasonality)  from  the  monthly  averages  of  the          
historical  data  set.  Trend  removal  has  to  be  executed           
because  the  structure  of  the  AR  model  is  specific  to            
represent  stochastic  processes  that  have  zero  mean  [14].          
After  the  synthetic  series  generation  process,  the  trends  are           
reinserted  in  the  series  for  the  adequate  representation  of  the            
random  variable.  To  obtain  the  trends,  (2)  is  used.  To           
remove  the  trend  from  the  historical  series,  (3)  is  applied            
[14],   [15]:   

Where   is  the  trend  of  month  ,   is  the  total  number  of   ti       i  N       
annual  series,   is  the  average  solar  irradiance  value  of    (i, )x j         
month   and  year  ,  and   represents  the  trendless   i    j   (i, )  x′ j     
historical   series   of   the   month     and   the   year    i .j  

After  data  preprocessing,  we  estimate  the  coefficients  and          
variance  of  white  noise  present  in  the  AR  model.  For  this,  a              
parameter  estimation  method  must  be  applied.  There  are          
several  methods  for  this  purpose,  such  as  Yule-Walker  [16],           

Fig.   1.   Flowchart   of   the   methodology  

 z z .. zzi = a1 i 1− + a2 i 2− + . + ak i k− + c + ei  (1)  

 (i, )ti = 1
N  
∑
N

j=1
x j  

(2)   

 (i, )x′ j = ti
x(i,j) − 1  (3)   
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[17],  the  least-squares  method  [18],  the  maximum  likelihood          
method  [19],  and  others.  After  applying  the  stochastic  model           
to  generate  the  synthetic  series,  it  is  necessary  to  reinsert  the             
trends,   which   can   be   done   from   the   inverse   operation   of   (3).   

D .   Model   Validation   

To  validate  the  model  with  the  historical  series,  the  Mean            
Relative  Percentage  Error  (MPE)  was  used,  which  indicates          
the  mean  absolute  error  quotient  and  the  historical  value,           
weighting  the  individual  errors  by  their  representativeness         
concerning  the  actual  value  (the  monthly  historical  data)          
[13],   [20].   

The   equation   used   to   calculate   the   MPE   is   presented   below.   

Where  (equivalent  to  20  years  of  history),    , .., 40n = 1 . 2       yj  
is   the   value   of   history   and     is   the   predicted   value.  y︿j  

The  minimum  values,  the  maximum  values,  the  global          
averages,  and  the  standard  deviations  were  also  used  in  the            
model  validation  stage.  The  calculation  of  the  minimum  and           
maximum  is  done  individually  for  each  of  the  scenarios,           
then  the  arithmetic  average  is  calculated.  The  global          
averages  and  standard  deviations  are  obtained  from  the          
averages   of   the   synthetic   series.   

E .   Prediction   of   Random   Variables  

After  validation,  the  stochastic  model  obtained  is  used  for           
the  prediction  of  the  random  variables  (solar  irradiance,          
ambient  temperature,  wind  speed,  relative  humidity,  and         
wind  direction).  The  monthly  synthetic  series  of  the  random           
variables  are  then  used  to  obtain  the  monthly  synthetic  series            
of   the   panel   temperature   and   the   generated   electrical   energy.   

F .   Photovoltaic   Panel   Temperature   Models   

Panel  temperature  is  directly  related  to  ambient  temperature,          
solar  irradiance,  wind  speed,  relative  humidity,  and  wind          
direction  [21].  The  panel  temperature  model  that  considers          
only  solar  irradiance  and  ambient  temperature,  presented  by          
Masters  [22],  can  be  expressed  by  (5).  The  panel           
temperature  model  that  considers  solar  irradiance,  ambient         
temperature,  and  wind  speed,  presented  by  Tamizhmani  et          
al.  [23]  and  Pinheiro  Neto  et  al.  [24],  is  expressed  by  (6).              
The  panel  temperature  model  that  considers  solar  irradiance,          
ambient  temperature,  wind  speed,  relative  humidity,  and         
wind  direction,  also  presented  by  Tamizhmani  et  al.  [23],  is            
given   by   (7).   

Where   is  the  panel  temperature  calculated  from  models   T P         
A,  B,  and  C,   is  the  ambient  temperature  in  °C,   is  the      T a        I    
solar  irradiance  in  W/m²,  is  the  wind  speed  in  m/s,   is      W       H   
the  percent  relative  humidity,  and   is  the  wind  direction       W dir      
angle   to   the   geographic   north.   

G .   Power   Generation   Model   

The  power  generated  by  each  panel  can  be  calculated  using            
the   Osterwald   model   [24],   expressed   by   (8).   

Where   is  the  solar  irradiance  under  standard  test   IST C         
conditions,  is  the  maximum  power  under  standard   P maxST C       
test  conditions,   is  the  coefficient  of  variation  of  power    γT         
with  temperature,   is  the  panel  temperature,   is    T panel      T ST C   
the  temperature  under  standard  test  conditions,  and   is  the         I    
solar   irradiance   on   an   inclined   surface,   given   by   (9).   

Where   is  the  solar  irradiance  on  the  horizontal  surface,   IH          
 is  the  factor  that  converts  the  incident  solar  radiation  on  ψm            

a  horizontal  surface  to  an  inclined  surface  (excluding          
anisotropic  reflections)  in  the  month  ,  and   is  the       m   F c    
multiplier  factor  representing  anisotropic  reflections,  which        
is   a   function   of   the   albedo.   

The  power  of  the  plant  is  calculated  by  multiplying  the            
power  of  the  panel  from  (8),  the  number  of  panels,  and  the              
Performance   Ratio   (PR).   

H .   Synthetic   Electricity   Series   Generation   

The  monthly  synthetic  series  of  electricity  generated  by  the           
photovoltaic  system  is  obtained  by  multiplying  the  monthly          
synthetic  series  of  power  generated  by  the  standardized          
number   of   hours   per   month   (720   hours).   

3. Results   
This  study  was  conducted  for  a  photovoltaic  system          
installed  at  the  Federal  Institute  of  Goiás  (IFG),  the  campus            
of  Itumbiara  city,  located  in  the  Midwest  region  of  Brazil.            
All  historical  data  of  the  random  variables  (irradiance,         
ambient  temperature,  wind  speed,  relative  humidity,  and         
wind  direction)  were  obtained  from  NSRDB.  Table  I          
presents  the  input  data  from  the  photovoltaic  system  of  the            
case   study.   

Table  II  presents  the  estimated  parameters  of  the  stochastic           
AR  model  for  each  variable.  The  parameters  of  the  models            
shown  are  the  order  ( k ),  the  coefficient  ( a k ),  the  constant  ( c ),             
and  the  variance.  The  order  of  the  model  is  obtained  by             

 P EM = n
100 ∑

n

j=1
yj

y y∣ j−
︿

j∣  (4)   

 .03125T P A = T a + 0 · I  (5)   

0.030 , 66 .1  T P B = 0.926 · T a +  · I − 1 6 · W + 5  (6)   

 .954 .03 .629  T P C = 0 · T a + 0 · I − 1 · W  
(7)   +   3.9  .088 .005  + 0 · H − 0 · W dir  

P  P panel = I
IST C

maxST C 1[ + γT T( panel − T ST C)]  (8)   

 I = IH · ψm · F c  (9)   
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applying  the  autocorrelation  function  to  the  historical  data.          
Autocorrelation  function  results  indicate  the  most  significant         
lags.  In  this  work,  the  smallest  lag  was  considered  to  obtain             
only   one   auto-regressive   term   for   each   variable.   

Table   I.   Input   data   from   the   photovoltaic   system   

Table   II.   Estimated   parameters   of   the   AR   model   for   each   
variable   

Fig.  2  and  Fig.  3  presents  the  validation  of  the  AR  model              
with  the  monthly  historical  series.  To  perform  this  analysis,           
monthly  synthetic  series  of  random  variables  were  generated          
for  the  20  years,  corresponding  to  the  historical  data  period.            
For  better  visualization,  a  period  of  only  5  years  is  displayed             
in   the   graphs.   

Table  III  and  Table  IV  present  the  statistical  parameters           
(minimum,  maximum,  global  mean,  and  standard  deviation)         
of  the  monthly  historical  and  synthetic  validation  series.          
Table  IV  also  shows  the  MPE  of  the  monthly  synthetic            
series   averages   compared   to   the   monthly   historical   series.   

Table   III.   Statistical   parameters   of   the   historical   series   of   the   
variables.   

Table   IV.   Statistical   parameters   of   the   synthetic   validation   
series   of   the   variables   

It  can  be  verified  that  the  variables  that  obtained  the  lowest             
MPE  values  were:  ambient  temperature  and  solar  irradiance,          
respectively.  This  is  mainly  due  to  the  behavior  of  these            
variables   and   the   good   suitability   of   the   AR   model.   

The  variables  with  the  highest  MPE  values  were:  wind           
direction,  wind  speed,  and  relative  humidity,  respectively.         
The  bigger  error  in  forecasting  these  variables  is  due  to  the             
high  volatility  of  the  data  and  a  lesser  adjustment  to  the  AR              
model.  Nevertheless,  the  values  obtained  from  the  global          
averages  and  standard  deviations  are  close  enough  to  the           
history   for   this   work.   

After  validation  of  the  stochastic  models,  the  monthly          
synthetic  series  are  generated  for  the  entire  project  period          
(25  years).  The  statistical  parameters  of  the  series  obtained           
in   this   step   are   presented   in   Table   V.   

Table   V.   Statistical   parameters   of   the   synthetic   series   for   each   
variable   

The  values  of  panel  temperature  measurements  were         
obtained  for  the  period  from  01/17/2018  to  04/16/2019,          
corresponding  to  16  months.  The  panel  temperature  was          
estimated  through  the  3  different  models  described  by  (5),           
(6),  and  (7).  Fig.  4  shows  the  monthly  measured  panel            
temperatures  (T PM )  and  the  monthly  averages  of  the          

Model   CS6P-270P   
(Polycrystalline)   

Peak   Power   (Wp)   270   
Number   of   Panels   80   
Azimuth   Angle   (º)   130   
Tilt   Angle   (º)   7   
Performance   Ratio   (PR)   75%   
Long-term   Degradation   0.75%   (per   year)   
Temperature   Coefficient   (Pmax)   -0.41%/ºC   

  I   T a   W   H   W dir   

k   9   1   1   1   12   
a k   0.1405   0.2904   0.1964   0.2888   -0.1904   
c   -1.73e-5   1.16e-5   -7.65e-5   5.31e-5   7.55e-4   
Var.   0.0041   0.0012   0.0091   0.0085   0.0228   

Fig.   2   -   Stochastic   model   validation   for   Irradiance,   Ambient   
Temperature,   and   Wind   Speed   

Fig.   3   -   Stochastic   model   validation   for   Humidity   and   Wind   
Direction   

  I   (W/m²)   T a    (ºC)  W   (m/s)   H   (%)   W dir    (º)   
Min   184.24   19.08   1.23   35.26   73.49   
Max   305.05   29.72   3.66   91.26   229.41   
Mean   236.49   23.79   2.14   71.42   134.11   
Std   21.39   1.96   0.48   14.87   25.90   

  I   (W/m²)   T a    (ºC)   W   (m/s)   H   (%)   W dir    (º)   
Min   171.8   19.22   1.26   37.69   67.08   
Max   297.1   28.85   3.54   99.99   239.4   
Mean   236.7   23.75   2.14   71.46   134.4   
Std   20.83   1.88   0.46   14.48   25.56   
MPE   (%)   5.05   3.02   7.92   7.4   12.99   

  I   (W/m²)   Ta   (ºC)   W   (m/s)   H   (%)   Wdir   (º)   
Min   170.7   19.12   1.25   36.76   65.05   
Max   297.9   28.9   3.58   99.99   240.9   
Mean   236.4   23.76   2.14   71.27   133.9   
Std   20.66   1.886   0.47   14.38   24.99   
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synthetic  panel  temperature  series  for  the  three  models,          
calculated   for   16   months.   

From  Fig.  4,  we  find  that  the  average  over  the  16  months  of               
the  measured  panel  temperature  is  29.92  °C.  The  averages           
for  panel  temperature  from  models  A,  B,  and  C  over  the             
same  period  are  31.42  °C,  30.88  °C,  and  29.82  °C,            
respectively.  Therefore,  model  C  is  the  one  that  has  the            
closest  mean  to  the  average  temperature  measured,  followed          
by  model  B,  and  model  A.  The  average  errors  are  5.73%,             
4.67%,  and  3.77%  for  Model  A,  Model  B,  and  Model  C,             
respectively.  Model  C  has  the  smallest  error  among  the           
studied   models,   followed   by   model   B   and   model   A.   

Table  VI  presents  the  global  averages  of  electrical  power           
generated  over  the  project  lifetime  for  the  different  panel           
temperature   models.   

Table   VI.   Power   averages   provided   for   each   panel   temperature   
model   

It  is  interesting  to  note  in  Table  VI  that  the  standard             
deviations  of  models  A,  B,  and  C  are  influenced  by  the             
number  of  random  variables  considered.  Model  A,  with  two           
variables,  corresponds  to  the  smallest  standard  deviation.         
Model  B,  with  3  variables,  exhibits  a  slightly  larger  standard            
deviation.  And  model  C,  with  5  variables,  has  the  highest            
standard  deviation  among  the  models.  This  means  that  the           
more  random  variables  are  taken  into  account  in  the  panel            
temperature  model,  the  more  distant  the  average  power          
values   become.   

Fig.  5  presents  the  averages  and  the  standard  deviations  of            
the  monthly  synthetic  series  of  generated  energy  for  the           
different  temperature  models.  The  image  is  only  represented          
for  the  first  2  years  for  its  best  visualization  between  the             
models,  but  the  generated  energy  is  estimated  for  25  years.            
In  Fig.  5  and  Fig.  6,  μ EGA ,  μ EGB,   and  μ EGC   are  the  averages  and                
σ EGA ,  σ EGB ,  σ EGC   are  the  standard  deviations  of  the  monthly            
synthetic  series  of  generated  energy  by  using  Model  A,  B,            
and   C.   

From  Fig.  5,  it  is  noted  that  the  influence  of  the  random              
variables  wind  speed,  relative  humidity,  and  wind  direction          
is  small  on  monthly  energy  production.  The  global  averages           
of  the  synthetic  series  of  energy  generated  over  the  project            
lifetime  for  each  model  are  2.511  MWh/month,  2.516          
MWh/month,   and   2.528   MWh/month,   respectively.   

Fig.  6  presents  the  average  and  the  standard  deviation  of  the             
annual  energy  generated  over  the  entire  project  period  for           
each  temperature  model.  EGA  is  the  annual  generated          
energy  calculated  by  Model  A,  EGB  is  the  annual  generated            
energy  calculated  by  Model  B,  and  EGC  is  the  annual            
generated   energy   calculated   by   Model   C.   

The  decrease  in  generated  energy  found  in  Fig.  6  is  due  to              
the  degradation  of  the  panels’  efficiency  over  time.  The           
global  averages  of  annual  generated  energy  calculated  for          
models  A,  B,  and  C  are  30.129  MWh/year,  30.197           
MWh/year,  and  30.332  MWh/year.  From  model  A  to  model           
B  there  is  0.22%  increase  in  the  yearly  average  energy            
generated  over  the  project  life.  From  model  B  to  model  C,             
there  is  0.45%  increase  in  the  yearly  average  energy           
generated.  From  model  A  to  model  C,  there  is  0.67%            
increase   in   the   yearly   average   energy   generated.   

4. Conclusion   and   Future   Work   
Validation  results  from  both  averages  and  errors  indicated          
that  the  panel  temperature  model  that  came  closest  to  the            
measurement  data  was  Model  C,  which  incorporates  solar          
irradiance,  panel  temperature,  wind  speed,  relative  humidity,         
and  wind  direction.  Model  A,  which  considers  only  the  solar            

Fig.   4   -   Measured   and   calculated   panel   temperature   

  Model   A   Model   B   Model   C   

Average   power   (W)   3,869.6   3,874.5   3,892.2   

Std   365.72   366.75   369.38   

Fig.   5   -   Averages   and   standard   deviations   of   the   synthetic   series   
of   generated   energy   for   each   temperature   model   

Fig.   6   -   Annual   average   and   standard   deviations   of   energy   
generated   for   each   temperature   model   
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irradiance  and  the  ambient  temperature,  had  the  worst          
performance,  with  the  furthest  averages  from  the         
measurements  and  the  largest  error.  Model  B,  which          
considers  the  irradiance,  the  ambient  temperature,  and  the          
wind   speed   showed   intermediate   performance.   

Even  though  the  panel  temperature  model  C  has  the  smallest            
error  according  to  the  measurements,  the  difference  between          
the  energy  generated  by  the  three  models  is  very  small.  One             
of  the  reasons  for  this  is  that  the  panel  temperature  has  less              
influence  on  photovoltaic  energy  production  than  solar         
irradiance.  Another  factor  that  reduces  the  influence  of  the           
panel  temperature  over  the  energy  production  is  that  the           
panel  temperature  variation  is  lesser  than  the  solar  irradiance           
variation  throughout  the  year.  For  those  reasons,  the          
observed  variations  in  energy  generated,  calculated  from  the          
different   models,   proved   to   be   very   close.   

As  a  suggestion  for  future  works,  it  is  possible  to  evaluate             
the  electricity  generated  by  using  other  panel  temperature          
models  available  in  the  literature.  Due  to  the  limitations           
imposed  by  the  measurement  period,  the  data  are          
insufficient  to  obtain  long-term  results.  Therefore,  it  is          
interesting  to  verify  the  conclusions  provided  from  this          
study  using  a  longer  validation  period.  Validations  of  panel           
temperature  models  with  measurement  data  can  also  be          
performed   for   different   locations   and   technologies.   
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